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Abstract— As the number of mobile users increases, and knowledge of the network’s state can be used, attaining
cell phones become more powerful, delivering multimedia the optimal should be the result of a series of independent
content to them using a centralized infrastructure becomes yacision made by the nodes based on local information only.

both expensive and inadequate. Here we study an alternative . )
solution, which leverages local dedicated caches on thesevites We have shown [1] that the following property holds:
« User impatience plays a critical role in determining

to opportunistically fulfill other user requests, in a peerto-peer

manner. The problem we study is that of choosing th&llocation
of content items to these caches, to fulfill the demand of allsers
in a timely manner. We show that the allocation’s efficiencytself
is determined by a previously overlooked factor - theémpatience
of content requesters - which leads to completely different
allocations being optimal as content requesters impatierec
follows different delay-utility functions. Moreover, although no

the optimal allocation for disseminating content. We
define the social welfare of a mobile p2p caching system
for any delay-utility and global cache allocation.The
optimal allocation can be computed efficiently in a cen-
tralized manner. These results indicate that, as the user
population becomes increasingly impatient, the optimal

global cache state can be maintained in such opportunistic
environment, we show for a homogeneous network that the
optimal cache allocation can be attained by simple reactive
replication algorithms that use only local knowledge.

allocation changes radically: it varies steadily between a

uniform allocation dividing the global cache between all

content items, and a highly-skewed allocation in which

popular items receive a disproportionate share of the
. INTRODUCTION global cache.

Using smartphones to access the Internet is quickly be-« Inspired by these results, we develop a reactive dis-
coming a commodity. Although users expect the same data tributed algorithm Query Counting Replication (QCR)
speed in a nomadic settings using a centralized infrastreict that for any delay-utility function drives the global cache
the recent growth of content access demand raises concern, towards the optimal allocation. Moreover QCR does so
in particular to distribute rich multimedia content. An al- without use of any explicit estimators or control channel
ternative solution is to disseminate this content, esfigcia information.
the popular one, reusing in a peer-to-peer (p2p) manner theThis invited paper presents a short version of [1].
vast amount of untapped bandwidth, from ad-hoc 802.11 or
Bluetooth, that is available to exchange data locally betwe
the nodes. The performance of many P2P applications can benefit

We assume that some nodes dedicate a cache, whegreatly from opportunistic contacts between the nodes of
content item can be stored to serve other users requestaasobile network: such solution was proposed for website
they meet. The primary question that we address is hoprefetching [2], or for disseminating podcasts [3]. Thefper
to fill these caches with content so that user requestingance of some of these systems have been analyzed from a
to access a given item are best satisfied. As opposed hit-rate or delay standpoint [4], [5] for the case of a peaesis
connected p2p, fulfilment of content request may incur nordemand.
negligible delay, which lead this system to be sensitive t
user-impatience, or generally to how users behave as the
spend time waiting for a piece of content. This can be Representing the effect of delay through a utility function
described as delay-utility function mapping delay to utility, has been applied to different areas of networking, includ-
which is only assumed to satisfy a monotonic non-increasirigd congestion control[6], and wireless scheduling[7]. In
behavior. Minimizing the impact of delayed fulfilment onthe context of opportunistic networks, Utility functionsea
user satisfaction leads to select the allocation of cortent primarily used as local states variables. The opportunisti
caches so as to maximize the aggregate expected utility, @uting protocol PROPHET [8] uses past information to
social welfare, in the network. This also depends on theredict delivery probability. The RAPID protocol genezais
popularity of items and rates of meeting between the node®is principle into an inference algorithm which accounts

By selectively replicating local content as node meetingf®r several metrics related to delay [9], while CAR [10]
provide the opportunity, the global cache can be driveRroposes to use Kalman filter to improve the prediction’s
towards a more efficient allocation. However, since no glob&ccuracy. In the same context, the impact of using different

utility functions has been analyzed for single-copy rogtin
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introduced to either predict user future demands [14], whould be done wisely. Firstly, because the impatience of
leverage uneven distribution of demands and proximity baisers (which arise because search delays are not negligible
tween users [15], [16]. Other advanced cache manageme@meatly impact which replication strategy is the best choic
protocols includes using filters [17] and social relatidpsh Secondly, if replication actions are unevenly delayed the
between mobile users in community [18]. system may fail to converge to the correct allocation, if
In general, such use of utility function helps the systenat all. Consequently mechanisms are needed to ensure all
to distinguish on the fly which intermediate nodes is theeplication delays occur evenly.
most likely to succeed.g., for the unicast case, progressing We heard recently about a parallel on-going effort to
towards the destination, or, for the pub-sub applicatiaoilf characterize a related channel selection problem [21]. The
itating dissemination to subscribing nodes). The perforcea algorithm proposed in this case uses an estimate of dis-
of all these schemes are in general difficult to analyzeemination time and a Metropolis-Hasting adaptive scheme.
due to their complexity, and the interaction between locdDne difference between the two approaches is that we show,
decisions using estimated utility and the global effect obecause the optimal allocation satisfies a simple balance
network performance. Our work significantly departs frontondition, that even simple algorithms which do no maintain
this closely-related work in two ways. The first is that imgte any estimates of dissemination time or current cache alloca
of using (local) utility as anintermediate quantity used to tion are optimal for a known delay-utility function. Anothe
estimate one or several parameters informing protocols, vaifference is that we also prove that the submodularity prop
take (global) utility as amnd-measure for network efficiency erty for the cache allocation can be established even when
(i.e, the system’s performance as it is perceived by users gontacts and delay-utility functions are not homogeneous.
aggregate). At no time during the course of the protocols is
the utility estimated, but we rather wish to follow the effec _ )
of using different simple replication protocols on the gibb ~ Each node in the P2P system may belient, a server, or
utility of the network, that is the objective to maximize.erh Poth. The set of client nodes is denoted @ywe generally
second difference is that we account for a general behaviBgnote its size byV. Each client demands and consumes
of users with regard to delay, as the global utility (or sbciacontent as described in Section I_II—B_. The set qf all server
welfare) is a function of any individually experienced dela Nodes is denoted b§. Servers maintain a cache in order to
utilities (previous work either ignores user impatience ofake it available to interested clients (when such cliens a
implicitly accounts for it using a fixed step function). ThisMet). This includes in particular the two following scerari
approach permits us to precisely define the optimal caches Dedicated nodes: server and client populations are sep-
allocation as a function of user impatience, and show for the —arate (e, CNS = ().
first time that simple reactive protocols may approach this « Pure P2P: all nodes are server and cliem,(C = S).
optimal. The main variable of interest in the system is the content
of the cache in all server nodes. In this section we assume
it to be fixed; in practice this dynamically evolves through a
Replication protocols were first introduced for unstructeplication protocol, as will be seen later in section V.
tured peer-to-peer systems deployed on wired networks, For any itemi; andm in S, we definez; ,, to be one if
as a way to increase data availability and hence to limgerver noden possesses a copy of iteand zero otherwise.
search traffic [19], [20]. Assuming that nodes search foFhe matrixx = (xivm)iel,mes represents the state of the
files in random peers, it was shown [19] that for eaclylobal distributed cache. We denote the total number of
fulfilled request, creating replicas in the set of nodes useeplicas of itemi present in the system by = > s i m.
for the searchi(e.,, path-replication) achieves a square root In the rest of this paper, we assume that all servers have
allocation: a filei requested with probability; has a number the same cache size so that they can contain ypdontent
of replicas proportional tq/p; at equilibrium. This allocation items.It follows that a content allocationin server nodes is
was shown to lead to an optimal number of messagdeasible if and only if:
overall exchanged in the system. Assuming that nodes use
an expanding ring search, an allocation where each file is vm €5, Zx“” sp
replicated in proportion of its probability; was shown to el
be optimal [20]. The meeting between unpredictable mobil- Representing Impatience as Delay-utility
nodes can in some sense be compared to a random searciihe termimpatience refers to the phenomenon that users
however, we are not aware of any previous work analyticallpecome decreasingly satisfied (or increasingly dis-sati)fi
studying the performance of replication algorithms in thisith the delays they experience. @elay-utility function
context. can be used to characterize this phenomenon of user im-
Our results indicate that similar replication techniquegatience in analytic terms, where the value of this function
can be used for a peer-to-peer system deployed on top iefmonotonically decreasing with time (as increasing delay
opportunistic contacts between mobile devices. Indeed well not translate into increasing satisfaction). The \alu
even show that replication can be tuned to approach theg(t) denotes the gain for the network resulting from delayed
optimal utility. However, our results also indicate thaisth fulfillment of a request for item when this occurg time
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units after the request was created. This value can be nelie negative logarithm corresponds to the limit @sap-
ative, which denotes that this delayed fulfillment generateroached. It features both a high value for fast fulfillment of
a disutility, or a cost for the network. Note thats related request and a negative cost becoming unbounded as waiting
here to user’s waiting time, not to the time elapsed since thane grows.
creation of the item (which we do not account for). We plot on Figure 1 illustration of delay-utility functions
We now present several examples of delay-utility functionfr the three cases presented above.
corresponding to different perceptions of the performaofce ]
a P2P caching system by the users. B. Client Demand
Advertising RevenueAssuming content items are videos Clients register their demand for content in the form of
starting with embedded advertisements, and that the nktwarequests. As in previous work, we assume that the process of
provider receives a constant unit revenue each time a comemand for different items follows different rates, refiegt
mercial is watched by a user (a potential business plan fdiffering content popularity. We denote hly the total rate of
the VideoForU startup scenario mentioned in introductionplemand for itemi. The probabilityr; ,, reflects the relative
In this case, the delay-utility function simply denotes thdikeliness of demand arising at node where) . m;, =
probability that a user watches a given video when she In other words, node: creates a new request for item
receives the content time after it was requested. Two ¢ with a rate equal tad;m; . One can generally assume

possible function families modeling this situation are: that different populations of nodes have different poptyjar
« Step functionh® : ¢ Lr<ry- profile, generally captured in the valuesof,. Otherwise,

we can assume to simplify that items, especially the ones
The former models a case where all users stop being inteV\r/-Ith the highest d_emand, are popular equally among all
. . . L n{etwork nodes. This corresponds to the case where=
ested in seeing the item after waiting for the same amoun C|
of time. In the second case, the population of users is moré ' o .
mixed: at any time, a given fraction of users is susceptible An examplgs of demand distributions is
to losing interest in the content. o Pareto: with parametes > 0: d; < i~ for all i € I.
Time-Critical Information Assuming the content ex- In the rest of this paper, we will assume any arbitrary values
changed by nodes deals with an emergency, or a classifietid;.
advertisement for a highly demanded and rare produect .
well located apartmegrl]t).}/ln such cases, as oppposedato tﬁe Node Mobility
previous model the value of receiving this piece can start As all nodes (whether client or server) move in a given
from a high value but very quickly diminish. It is possiblearea, they occasionally meet other nodes - these meetings
to capture such a behavior by a delay-utility presenting provide the opportunity for replication of cache content
large reward for a prompt demand fulfillment. and fulfillment of outstanding requests. For simplicity and
plmee as a way to compare different P2P caching schemes, we
a_1 with o > 1 focus on a case where contacts between clients and server
Note that the value of delivering an item immediately inhodes follow independent and memory less processes. In
this case is arbitrarily largeh(0) = o0). Such immediate other words, we neglect the time dependence and correlation
delivery can occur when a node is both a server and a usBgtween meeting times of different pairs which may arise due
as the local cache may already contain the item requestd@.complex properties of mobility. In that case the process o
To exclude this case, we restrict the use of such delayyutilicontacts between two nodesandn is entirely characterized
functions to the Dedicated node case. by their contact intensity (the number of contacts between
Waiting Cost In some situations, such as a patch needeieém per unit of time), which we denote by, ..
to use or update a particular application, users may requestience we will consider the following simple contact
for an item and insist on receiving it no matter how long itnodel:
takes, becoming with time increasing upset because of tardye Continuous time: The system evolves in an asyn-
fulfilment. As an example, the time a user spent with an  chronous manner, so that events may occur in continu-
outdated version of a software application may be related ous time. We assume that node contacts occur according
with the risk of being infected by a new virus, and hence to a Poisson Process with ratg, ,, (form € S, n € C).
incurring a high cost. One can consider to represent suchThe system is said to follonomogeneous contacts if
cases a delay-utility function that grows increasingly enoryye have iy, = p for all nodesm € S andn € C.
negative with time, corresponding to a cost for the USefhis case corresponds to a population of nodes with similar
and the network. The linear penalty delay-utility functioncharacteristics where all meeting are equally likely, as fo

(i.e, waiting time) is the most intuitive of these. However,instance it may be between the participants of a speciakeven
this function is but one in a family of penalizing delay-ityil

functions: D. Content allocation objective

« Negative powerhg’) as above withn < 1 Demand arises in our P2P system according to content
« Negative Logarithmhﬁp) it —In(t). popularity, and is served as a function of mobility and

« Exponential functions(®) : ¢ — exp (—ut).

« Inverse poweraP) : ¢ —
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Fig. 1. Different delay-utility functions

content availability in caches, captured through varisbleabove lead to simpler closed form expressions. In particula

X = (Zim)iel mes- the gain or utility depends ofw; ,)icr nes ONly via the
We definel; ,,(x) to be the expected gain generated by aumber of copies present in the system for each itefhic;.

request for itemi created by client node. Following our First, in the dedicated node case(SNC = (), we have:

model of users’s impatience, this expected gain is equal to oo
E[h:(Y)] whereY denotes the time needed to fulfill this U(x) = Zdi <h(0+) —/ e_t““ci(t)dt) NV
request, which itself critically depends on the availdpitf i€l 0
item ¢ in servers’s caches. Similarly, for the pure P2P case, if we further assume that
The total utility perceived by all clients in the systemaals g|| N = IC| = |S| nodes follow the same item popularity
called social welfare, may then be written as: profile (.e., 7;, = 1/N), we have:
U(X) = dl Wi,nUi,n(X) . (1) _ + ZT; > —tum
; 7; U(x) = ;di (h(O ) — (1 - N)/o eth ci(t)dt) .
A good allocation of content to cache a choice>othat 3)

results in a high social welfare. Note that this objectivélll these expressions follows from a simple application of
combines the effect of delay on gain perceived by usersemma 1 (see [22] for complete details).
the popularity of files, as well as the cache allocation.

. : . . . IV. OPTIMAL CACHE ALLOCATION
In the remaining of this section, we derive expressions for

U;.»(x) andU (x) using thedifferential delay-utility function. The social welfare defined in the previous section offers a
Differential delay-utility function We denote this func- measure of the efficiency of cache allocation which captures
tion by ¢,. It is defined as users’s requests and impatience behavior. In this sect®n w

dh. wish to solve the following social welfare optimization:
(2

ci(t) = — o (t).
. . . U(x in € 071 7\V/ 687 in < .
The values of;(¢) is always non-negative &s; is a non- max{ (0 | s {01}, ¥n ;I ’ P }

increasing function. It represents the additional losstitifyy (4)
which is incurred per additional unit of time spend waiting

(resp. the loss of utility incurred for waiting another time”™ Submodularity, Centralized computation

slot). A function f that maps subset of to a real number
General expression forU; ,,(x) is said sub-modular if it satisfies the following property:
Following a slight abuse of notation, we set by conventiod € B C S,Vm € S, f(AU{m})— f(A) > f(BU
x;,» = 0 whenn is not a server node.¢, n ¢ S). With this  {m}) — f(B) . This property generalizes to set functions the
notation, we find the following expressions ot ,,. concavity property defined for continuous variable. It may
Lemma 1. U; ,(x) may be expressed as be called “diminishing return” as, if the functiofi is non-
- decreasing, it states that in order to maximize the value of
(0T — (1 — o _ _ _ /. the relative improvement obtained when including new
ha(07) — 1 xz’")/o P < > xz,mum,n> ci(t)dt. element diminishes as the set grows.
Theorem 1: For any itemi and noden, U, ,, is submod-
The proof follows from the memory less property of contactsilar. As a consequendé is submodular.
and the expectation as obtained in integration by part. Thehis result can be interpreted intuitively. On the one hand,
term (1 — x;,) deals with possible immediate fulfillment in order to increase the value 6f ,,, creating a new copy
(i.e.,, request created by a node that already contains thid itemi (i.e., including a new element in the set of servers
item in its local cache). For more details, see [1]. containing a copy ofi) always reduce delays and hence
Homogeneous contact casd we assume homogeneousincrease utility. On the other hand thdative improvement
node contacts ., whenyu,, , = 1), the general expressions obtained when creating this copy depends on the number of

meS



copies ofi already present, and it diminishes as the itensocial welfare maximization (as defined in Theorem 2). Then
is more frequently found. What is perhaps less obvious is,. . . _— oy -
that this result holds to any mixed client/server poputatio Sw’j @i =S| or 35 =S| or di- o(Ti) = d; - p(Z;)
. o0
gggﬁgﬁg{hpergrlc;geneous contact processes, and any@rb't%herecp is defined asp : 7 te ™ e(t)dt
: , 0 . ,

The proof of this result uses the general expression fdhis property states that, at the optimal solution of the
U,., found in Lemma 1 and a few observations: First, thafélaxed cache allocation problem, the amount of copies
the expression inside the integral multiplying the diffetial ~ created for all items depends on their popularity exactly in
impatience function is a supermodular non-increasing arf§e same way: via a unique functigndefinedindependently
non-negative function of the set of server containingec- ©f ¢- This equality holds only when the number of copies is
ond, that since the differential impatience function isifhes, not_llmlted_by the number of servers, otherwise it becomes
all these properties apply to the integral itself. Finathat —an inequality.
the product with(1 — =, ,,) preserve the supermodular non- V. DISTRIBUTED OPTIMAL SCHEMES

increasing and non-negative properties. A complete formal . .
9 9 prop P In this section, we demonstrate that one does not need

proof can be found in [22]. to_maintain global information, or know the demand of

In the case of homogeneous contact rates, we can obtI mmsa riori. to approach an ootimal cache allocation. We
an even stronger results, as the social welfare only depends P ' pp P )

on the amount of replicas for each item, and not on the actu fow _that a _S|mple react_|ve protocol, g_enerallzlng refitea
: techniques introduced in the P2P literature, are able to
subset of nodes that possess it.

Theorem 2: In the homogeneous contact cas&yx) is a approach the optimal allocation using only local inforroati

concave function of ;| i €1 }. A. Query Counting Replication

The optimal values of z; € {0,1,---,|S[} | i€l }are e propose a general class of distributed schemes, that
found by a greedy algorithm that uses at mox{|/| + \ye call Query Counting Replication (QCR). QCR implicitly
pIS|In(|1])) computation steps. adapts to the current allocation of data and collection of

~ Moreover, the solution of theslaxed social welfare max- requests, without storing or sharing explicit estimat@€R
imization (.e, maximum value ofU(x) when (z;)icr are  achieves this by keepingauery count for each new request
allow_ed to take real value) can be found by gradient descepige by the node. Whenever a request is fulfilled for a
algorithm. _ o ~ particular item, the final value of the query counter is used t
The concavity property is here not surprising, as it COfragylate the number of new replicas made of that item. The
responds to submodularity when the function is deﬁ”eﬁmctionw that maps the value of the query counter to the
using continuous variables rather than a set. Formally, thgnount of replicas produced is called treaction function.

arguments used to prove this result are quite similar to Thjs principle generalizes path replication [19] wheg))
the previous proof: one should take advantage of previoyg,s a finear function of.

expressions which feature the product with the differéntia

impatience function, and then use the fact that the familf- Tuning replication for optimal allocation

of convex non-negative non-increasing functions is closed We now describe how to choose the reaction function

under product. depending on users’s impatience. We first observe that the
The greedy algorithm follows a simple operation repeateexpected value of the query counter for different itérs

once for each copy that can be cachef5( steps in total): proportional to1/z;, since whenever a node is met there

at each time step from the current cache allocation, it addts roughly a probabilityz; /|S| that it contains item in its

a copy for the item that brings the most significant relativeache. Hence, we can assume as a first order approximation

increase in utility (assuming there does not exist alrg&lly that approximatelyy(|S|/x;) replicas are made for each

copies of this item). By doing so, the algorithm is likely torequest of that items. Inversely, as a consequence of random

select first popular items. As the popular items fill the cacheeplacement in cache, each new replicas being produced

with copies, the relative improvement obtained for eackor any items erases a replica for iteinwith probability

additional copy diminishes, and the greedy rule will choose;/(p|S|). As a consequence, the number of copies for each

to create copies for other less popular items. The dimingshi item follows the system of differential equations:

return property ensures that this greedy algorithm setbets dz; S|

i S

optimal cache allocation. A formal proof of these results ca Vi € T, = = d; - h(10) — —%. > djw(u) - (9
. dt x; o|S| x;

be found in [22].

jeI J
Assuming the system converges to a stable steady state,

the creation of copies should compensate exactly for their

We show in this section that the solution of the relaxe@ie|etion by replacement. In other words a stable solution of
optimization problem satisfies a simple equilibrium condiyis equation satisfies

tion.
Property 1. We consider the continuous time contact and Viel, dii .w(@) _ L Z djah(
dedicated node case. Létbe the solution of the relaxed Ti Ti pIS| iel

B. Characterizing the optimal allocation

S
).
Ly



Note that the RHS is a constant that does not dependl on[3]
anymore, so that this implies ]
S| 1
Yy =—d;—

Ly

1S

1
Z; Ij

_ )-

i i [5]
In other words, the steady state of this algorithm satisfie%]
the equilibrium condition of Property 1 if and only if we
have:vz > 0, 1 (%) = p(x) wherey is defined as in
Property 1. Equivalently, Y

Sl IS 8
18,8

Y ! ' 9]
Property 2: The steady state of QCR satisfies the equilib-
rium condition of Property 1 if and only if

Yy >0, (y) =

t|S|

W(y) = IS|/y / puteH5

(t)dt (o]

(11]
The upshot of this result is that as long as the delay-utility
function representing user impatience is known, we can
always determine the number of copies QCR must make ]
drive the allocation towards its optimal.

VI. CONCLUSION [13]

Our results focus on a specific feature which makes P2P
caching in opportunistic network unique: users’ impat&nc [14
From a theoretical standpoint, we have shown that optignalit
is affected by impatience but can be computed and moreover
satisfies an equilibrium condition. From a practical stand?
point, we have seen that it directly affects which replioati
algorithm should be used by a P2P cache. Passive replicatid]
ending in proportional allocation, can sometimes perform
very badly, but one can tune an adaptive replication schemg]
to approach the performance of the optimal, based only on
local information. 18]

We believe these results may serve as a stepping stone to
address other unique specific characteristics of P2P agchi®]
in opportunistic system, in particular they offer a refaen
case from which one can study (1) the impact of heterqz0]
geneity and complex mobility property more systematically
(2) clustered and evolving demands in peers, as distributg&]
mechanism like QCR naturally adapts to a dynamic demand.
Another important aspect that remains to be addressed (43l
how to estimate the impatience function implicitly from use
feedback, instead of assuming that it is known.
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