
2180 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 30, NO. 11, DECEMBER 2012

Congestion and Its Role in Network Equilibrium
Richard T. B. Ma and Vishal Misra

Abstract—In this paper, we develop the notion of congestion
equilibrium in large scale networks, with the specific goal of
understanding the modern multiparty Internet ecosystem com-
prising of content providers, ISPs and users. We show that
the concept of “congestion-taking” is analogous to the concept
of “price-taking” in classical market economics. With a wide
variety of congestion metrics and under very mild assumptions
on the congestion dynamics, we characterize various properties
of congestion equilibria and develop algorithms to compute them
for large scale networks. Our work provides a new way to model
and analyze modern large scale network-economic systems that
have a complex interaction of engineering and economics.

Index Terms—Congestion Equilibrium, Internet Economics.

I. INTRODUCTION

THE INTERNET has been growing into a network of
thousands of interconnected ISPs that autonomously and

strategically interact with each other. To model the evolution of
the Internet, equilibrium concepts have been extensively used
to capture the system characteristics to a first approximation.
In particular, Nash equilibrium [19] is the dominating solution
concept that models the detailed strategic interactions. How-
ever, applying this delicate solution concept is often imprac-
tical in the context of large scale networks like the Internet.
First of all, the “common knowledge” [21] assumption behind
Nash equilibrium is not valid in reality, because ISPs normally
do not disclose private information, e.g., available resources
and routing strategies. Even with the “common knowledge”,
the strategy space increases exponentially with the scale of the
system, and solving Nash equilibrium has been shown to be
computationally expensive [7], [11] even under two players.
In contrast to Nash equilibrium, competitive equilibrium in an
exchange economy [16] is a macroscopic solution that models
many small competing players in a perfect market. Under a
competitive equilibrium, any individual player’s consumption
or production decision of a commodity does not move the
equilibrium/market price of that commodity and each player
determines the optimal strategy solely based on this market
price. Thus, the market price plays the role of “common
knowledge” and under a minor assumption of “price-taking”,
each player can optimize its strategy in a decentralized manner.
In practice, competitive equilibrium gives more plausible
results for perfect competition, i.e., no single player has
substantial market power, while still captures the network
effect (or externality) among the players via price.
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Unlike an exchange economy, modern networking systems
do not have commodities to exchange. Instead, by utilizing
packet switching and statistical multiplexing, they share re-
sources, e.g., bandwidth capacity, among users. In this case,
users affect each other’s performance via network congestion,
a type of negative network externality in the system. Analo-
gous to the market prices of commodities seen in competitive
markets, network players often induce and see a common
level of congestion. Inspired by the concept of competitive
equilibrium and its “pricing-taking” assumption, we introduce
the notation of congestion equilibrium for network systems
and the corresponding “congestion-taking” assumption. Con-
gestion equilibrium is suitable to model large scale networks
where players’ collective decisions, e.g., routing decisions,
determine the level of congestion in different parts of the
network, while any individual player’s decision does not affect
the level of congestion much.

To illustrate this concept, we develop a framework of
the Internet ecosystem under which content providers (CPs)
compete for a last-mile bottleneck capacity of an ISP so as
to service their users. The ISP implements a Paris Metro
Pricing (PMP) [20] type of service differentiation by dividing
its capacity into a premium and an ordinary class, and CPs
get charged extra for sending traffic in the premium class.
For any single service class, we derive a user-level congestion
equilibrium, under which users compete for the capacity of the
service class and reach a level of congestion in equilibrium.
By using the user-level equilibrium as a building block,
we further derive a CP-level congestion equilibrium across
multiple service classes, where CPs compete with other CPs
in the same service class and strategically choose the service
class to maximize individual utilities. Our major findings and
contributions include:

• “Congestion-taking” needs to be assumed for the players
under congestion equilibria (Assumption 1 and 5).

• A user-level congestion equilibrium can be uniquely
characterized by the user demand for different content
and the congestion dynamics of the system (Theorem 1).

• The user-level congestion equilibrium has monotonicity
and scaling properties (Theorem 2 and 3).

• Our model is applicable to various congestion metrics,
including the M/G/1 delay and the throughput resulted
from rate or/and congestion control mechanisms.

• Under a PMP-type of service differentiation provided
by an ISP, we formulate a strategic game for the CPs
to choose its preferred service class and derive the
corresponding CP-level congestion equilibrium (Section
IV).

• We characterize the uniqueness of the CP-level conges-
tion equilibrium under a special case (Theorem 6) and
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propose algorithms to efficiently calculate the CP-level
congestion equilibria for general cases.

Our new notion of congestion equilibrium sheds new light
on modeling and analyzing practical and plausible network
equilibrium for large scale networking systems, which avoids
the complexity and impracticality of Nash equilibrium.

II. RELATED WORK

The concept of congestion happens naturally in trans-
portation networks. Wardrop [25] pointed out that congestion
can happen if users strategically choose individual routes to
optimize their own utilities. In particular, Wardrop equilibrium
is a type of Nash equilibrium, which may lead to an ineffi-
cient system state. An example is the Braess’s Paradox [5]
where adding extra capacity to a network can in some cases
reduce overall performance. Rosenthal [22] first proposed a
framework of congestion games, which is a special case of
potential games [18] where the existence of a pure-strategy
Nash equilibrium is guaranteed.

Our model of the Internet ecosystem and network conges-
tion has two major differences from classic congestion models
of transportation networks and congestion games. First, trans-
portation networks often involve two parties: individual drivers
and route/capacity planners. However, the Internet naturally
involves three parties, i.e., the ISPs, CPs and users, which
forms a two-sided market [3]. The dynamics of the Internet
and the corresponding player strategies are quite different
from the transportation networks. The cause of congestion
in the Internet depends on many factors: under a user-level
equilibrium, the congestion depends on users’ demand for
different content and the physical congestion dynamics of the
network system; under a CP-level equilibrium, the congestion
also depends on ISPs’ service differentiations and the CPs’
decisions for joining various service classes. Second, instead
of using Nash equilibrium as the solution concept for the
system, we use the concept of congestion equilibrium that
is based on a “congestion-taking” assumption of the players.

The “congestion-taking” assumption is similar to the
“pricing-taking” assumption under well-studied exchange
economies [16] in microeconomics. In the networking area,
Kelly [13] [12] studied resource allocation and pricing prob-
lems and showed that if resources are shared proportionally
and under a pricing-taking assumption, the resulting equilib-
rium will be optimal, i.e. the social welfare is maximized.

The computational complexity of the Nash equilibrium
has recently been shown to be PPAD-complete [7] even
under two players and for approximation [11]. Many refined
solution concept, such as subgame perfect equilibrium [21]
and trembling hand perfect equilibrium [23], have been pro-
posed to capture more nuanced characteristics that are not
addressed in Nash equilibrium. However, since the assumption
of “common knowledge” is often invalid for the players in
large scale networks, we make a more realistic “congestion
taking” assumption of the players and use a “rougher” solution
concept than Nash equilibrium. Congestion equilibrium also
has some similarity with the concept of correlated equilibrium
proposed by Robert Aumman [4], which is a superset of Nash
equilibrium. In a correlated equilibrium, each player chooses

Fig. 1. Contention at the last-mile bottleneck link.

her action according to her observation of the value of a
same public signal. Under our context, the public signal is
a metric of congestion resulted from the physical dynamics
of a network system. The difference is that, in a correlated
equilibrium, “common knowledge” is still assumed and each
player’s observation can be subjective and different from each
other. The observation of congestion in the system, however,
is objective and has the same value for all the players.

In one recent related work, we applied the idea of conges-
tion equilibrium in modeling ISP competition in monopolis-
tic and oligopolistic markets and inform the desirability of
network neutrality regulation [15]. Notice that, our notation
of congestion equilibrium and the theoretical results are more
fundamental than what we derived in [15], which only focused
on throughput as the congestion metric and the corresponding
system mechanism for throughput allocation.

III. USER-LEVEL CONGESTION EQUILIBRIUM

We consider a model of the Internet ecosystem with three
parties: 1) CPs, 2) a last-mile ISP and 3) end users. We focus
on a fixed user group in a targeted geographic region. We
denote M as the number of users in the region1. Each user
subscribes to an Internet access service via an ISP. We consider
the scenario of a single last-mile ISP I that provides the
Internet access for the users. As we will show later, our model
can be easily extended to model a group I of last-mile ISPs.
We denote N as the set of CPs from which the users request
content. We define N = |N | as the number of CPs. Our
model does not include the backbone ISPs for two reasons.
First, the bottleneck of the Internet is often at the last-mile
connection towards the users [10], both wired and wireless. We
focus on the access or so-called eyeball ISPs [14] that provide
the bottleneck last-mile towards the users. Second, the recent
concern on network neutrality manifests itself in the cases
where the last-mile ISPs intended to differentiate services
and charge CPs, e.g. Apple and Google, for service fees
[6]. Our model captures the non-neutral pricing and service
differentiation behaviors of the last-mile ISPs, if network
neutrality turns out to be unnecessary and is not imposed.

We denote μ as the last-mile bottleneck capacity towards
the users in the region. Figure 1 depicts the contention at the
bottleneck among different flows from the CPs. We denote
λi as the aggregate throughput rate from CP i to the users.
For any set N of CPs, we define Λ = (λ1, · · · , λN ) and the
total throughput rate as λN =

∑
i∈N λi. Because users initiate

downloads and retrieve content from the CPs, we first model

1Note that M can also be interpreted as the average or peak number of
users accessing the Internet simultaneously in the region, which will scale
with the total number of actual users in a region. This does not change the
nature of any of the results we describe subsequently, but gives a more realistic
interpretation of the congestion and throughput rates in equilibrium.
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the user demands so as to characterize the CPs’ throughput
rates. If the ISP only provides a single service class with all
its capacity μ, given a set N of CPs and a group of M users,
we denote the system as a triple (M,μ,N ).

A. User Throughput Demand as a Function of Congestion

We denote θ̂i as the unconstrained throughput for a typical
user of CP i. For instance, the unconstrained throughput for the
highest quality Netflix streaming movie is about 5 Mbps [2],
and given an average query page of 20 KB and an average
query response time of .25 seconds [1], the unconstrained
throughput for a Google search is about 600 Kbps, or just over
1/10th of Netflix. We denote αi ∈ (0, 1] as the percentage
of users that ever access CP i’s content, which models the
popularity of the content of CP i. We define λ̂i = αiMθ̂i as
the unconstrained throughput of CP i. Without contention, CP
i’s throughput λi equals λ̂i. However, when the capacity μ
cannot support the unconstrained throughput for all the CPs,
e.g., μ <

∑
i∈N λ̂i, each CP’s rate λi ≤ λ̂i. In general, CP

i’s rate λi depends on the level of congestion in the network.
We denote a non-negative real number φ ∈ R+ as the level
of congestion caused by the set of competing CPs N . We
will see that φ can represent various congestion metrics in
general. Each CP’s rate can be expressed as a function2of the
user population M and the system congestion φ as

λi(M,φ) = αiMρi(φ), (1)

where ρi(φ) can be interpreted as the per-user achievable rate
under congestion φ. We define the throughput vector as a func-
tion of M and φ as Λ(M,φ) = (λ1(M,φ), · · · , λN (M,φ)).
Assumption 1 (Congestion Taking by Users): For any CP i,
ρi : R+ → R+ is a continuous and non-increasing function
that satisfies ρi(0) = θ̂i and limφ→∞ ρi(φ) = 0.

Although the aggregate user demand for certain content
affects the system congestion as well as the throughput of
other content, the above assumption implies that the aggregate
user demand for any content only depends on their experienced
level of congestion. Since each individual user’s demand
decision, whether to continue or stop downloading, really
depends on the level of congestion the user experiences, it is
reasonable to make the above congestion-taking assumption
for the aggregate user demand for any type of content.

B. Congestion as a Function of Throughput and Capacity

When flows share the same bottleneck link, they compete
for capacity and therefore, induce a level of congestion in the
system. The system congestion can be viewed as the outcome
of a continuous function Φ of the throughput Λ of the CPs
and the system capacity μ. Without specifying the congestion
metric, we make the following assumption on the congestion
dynamics Φ induced by the underlying network system.
Assumption 2 (Congestion Monotonicity of Throughput):
Φ(Λ, μ) : R

N
+ × R+ → R+ is a continuous function of the

throughput rates Λ ∈ R
N
+ . For any rates Λ1 ≤ Λ2, it satisfies

Φ(Λ1, μ) ≤ Φ(Λ2, μ), ∀μ ≥ 0.

2We use λi as a fixed throughput rate and λi(·) as a function.

Moreover, for any subset N ′ ⊂ N , let Λ′ be the projection of
Λ in the subspace R

N ′
+ , it also satisfies

Φ(Λ′, μ) ≤ Φ(Λ, μ), ∀μ ≥ 0.

Assumption 2 states that under a fixed system capacity, the
increase in congestion is caused by the increase of the number
of CPs or/and the throughput from them.
Assumption 3 (Congestion Monotonicity of Capacity):
Φ(Λ, μ) : R

N
+ × R+ → R+ is a continuous function of the

system capacity μ. For any capacity μ1 ≥ μ2, it satisfies

Φ(Λ, μ1) ≤ Φ(Λ, μ2), ∀Λ ≥ 0.

Assumption 3 states that under fixed throughput of the CPs,
more congestion is caused by the decrease of system capacity.
Assumption 4 (Congestion Monotonicity of System Scale):
For any ξ ≥ 1, the system congestion Φ satisfies

Φ(ξΛ, ξμ) ≤ Φ(Λ, μ).

Assumption 4 states that if the user size and system capacity
scale up linearly at the same rate, the level of system con-
gestion would not become worse. It captures the efficiency of
statistical multiplexing in the modern networking systems.

C. Properties of the User-Level Congestion Equilibrium

The demand function ρi(·) maps a congestion level φ
to throughput λi; the system congestion dynamics Φ(·, ·)
maps any fixed demands Λ and capacity μ to a level of
congestion. The interplay between the two determines the
system congestion and throughput in a user-level congestion
equilibrium.
Definition 1: A congestion level ϕ is a user-level congestion
equilibrium of the system (M,μ,N ) if Φ(Λ(M,ϕ), μ) = ϕ.
Theorem 1 (Uniqueness of Congestion Equilibrium): Under
Assumption 1 and 2, a system (M,μ,N ) has a unique
user-level congestion equilibrium ϕ.
Remark: The convergence to a user-level congestion equilib-
rium happens naturally in practice. If the instantaneous con-
gestion is higher than ϕ, some users will back off which leads
to lower throughput demand; if the instantaneous congestion
is lower than ϕ, better performance will attract more users to
demand for throughput which increases congestion. This will
become clear when we break down the function ρi and look
into more detailed user demand in the next subsection.

By Theorem 1, we denote ϕ = ϕ(M,μ,N ) as the unique
user-level congestion equilibrium and define Λ(M,μ,N ) =
Λ(M,ϕ) as the corresponding throughput of the CPs.
Theorem 2 (Monotonicity of Congestion Equilibrium):
Under Assumption 1 to 3, for any capacity μ1 ≥ μ2 ≥ 0,
user population 0 ≤ M1 ≤ M2 and N1 ⊆ N2, the user-level
congestion equilibrium satisfies

ϕ(M1, μ1,N1) ≤ ϕ(M2, μ2,N2).

Moreover, for any fixed population M , the throughput satisfies

λi(M,μ1,N1) ≥ λi(M,μ2,N2), ∀i ∈ N1.

Remark: Given fixed μ and N , λi(M,μ,N ) might not be
monotonic in M . When M increases, although the per-capita
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capacity μ/M decreases and the congestion ϕ increases, the
throughput of congestion-insensitive CPs could increase.
Theorem 3 (Scaling of User-level Congestion Equilibrium):
Under Assumption 1, 2 and 4, for any ξ ≥ 1, the user-level
congestion equilibrium satisfies

ϕ(ξM, ξμ,N ) ≤ ϕ(M,μ,N ), and

Λ(ξM, ξμ,N ) ≥ ξΛ(M,μ,N ).

In particular, if Φ(ξΛ, ξμ) = Φ(Λ, μ) in the condition of
Assumption 4, the congestion and throughput are homogenous
functions of degree 0 and −1 respectively, i.e., ϕ(M,μ,N ) =
ϕ(ξM, ξμ,N ) and Λ(M,μ,N ) = ξ−1Λ(ξM, ξμ,N ),∀ξ > 0.
Remark: Under the scaling condition Φ(ξΛ, ξμ) = Φ(Λ, μ)

and by the monotonicity property of Theorem 2, one can
also express the congestion equilibrium as a continuous non-
increasing function of the per-capita capacity μ/M .

D. Illustrations of Congestion Metrics and Dynamics

In this subsection, we illustrate various congestion metrics
that can be modeled by our user-level congestion equilibrium.

FIFO queueing delay: In the simplistic example, the ISP
only performs a first-come-first-serve service discipline on
the packet flows. Since all data packets encounter the same
average queueing delay under the FIFO scheduler, we can
naturally measure the level of congestion by the queueing
delay of the system. Under an M/G/1 model, by the Pollaczek-
Khinchine mean formula, the congestion function is

Φ(Λ, μ) =
λE[S2]

2(1− ρ)
=

λNE[S2]

2(1− λN /μ)
,

where E[S2] is the second moment of packet service time. In
particular, under an M/M/1 model, the congestion function is

Φ(Λ, μ) =
λN

μ(μ− λN )
.

In these cases, the congestion reduces strictly when the user
size and system capacity scale up linearly at the same rate.

User throughput under proportional rate control: Be-
sides delay-based congestion metrics, the achievable through-
put of active users is another measure of congestion. We
denote θi(φ) as the achievable throughput of an active user of
CP i under congestion level φ and define Θ = (θ1, · · · , θN ).
The average per-user achievable rate ρi(φ) can be expressed
as ρi(φ) = di(φ)θi(φ), where di(φ) denotes the percentage
of users still being active under congestion φ. Because given
the CP aggregate throughput Λ, or ρi of all CP i, we can
derive the user throughput Θ, we will see that some congestion
metrics Φ(Λ, μ) can be expressed as Φ(Θ), a function of the
user throughput. In general, di(·) and θi(·) are non-increasing
functions with θi(0) = θ̂i, di(0) = 1 and limφ→∞ θi(φ) = 0,
which implies that when least congested, i.e., φ = 0, each
active user should receive the unconstrained throughput rate θ̂i
and 100% of the interested users remain active in the system.
Later, we will show that di(·) also capture the users’ demand
sensitivity to the system congestion.

The equilibrium user throughput depends on the rate control
mechanism of the network. A rate control mechanism can be a
flow control mechanism, e.g. CBR and VBR, under which the

bottleneck link decides the rates for each flow in a centralized
manner, or a window-based end-to-end congestion control
mechanism, e.g. TCP, under which each flow maintains a
sliding window and adapts its size based on implicit feedback
from the network, e.g. round-trip time.

Suppose the bottleneck ISP perform a rate control mech-
anism that assign throughput for flows proportional their
maximum demand, i.e., θi : θj = θ̂i : θ̂j for all i, j ∈ N ,
a system-wide congestion metric can be defined as

Φ(Λ, μ) = Φ(Θ) =
θ̂i
θi

− 1, ∀i ∈ N . (2)

User throughput under end-to-end congestion control:
Due to the end-to-end design principle of the Internet [9],
congestion control has been implemented by window-based
protocols, i.e. TCP and its variations. Mo and Walrand [17]
showed that a class of α-proportional fair solutions can be
implemented by window-based end-to-end protocols. Among
the class of α-proportional fair solutions, the max-min fair
allocation, a special case with α = ∞, is the result of the
AIMD mechanism of TCP [8]. Differing round trip times,
receiver window sizes and loss rates can result in different
bandwidths, but to a first approximation, TCP provides a max-
min fair allocation of available bandwidth amongst flows.

Under an end-to-end congestion control mechanism that
achieves the max-min fair allocations, a system-wide conges-
tion metric could be defined as

Φ(Λ, μ) = Φ(Θ) =
1

max{θi : i ∈ N} .

Notice that for the proportional rate control and the end-to-
end congestion control mechanisms, one can verify that the
congestion metrics satisfy Φ(ξΛ, ξμ) = Φ(Λ, μ) for all ξ > 0.

IV. MULTI-CLASS CP-LEVEL CONGESTION EQUILIBRIUM

In this section, we consider an eyeball ISP with capacity μ,
which can be a retail residential ISP, e.g., Comcast and Time
Warner Cable, or a mobile operator, e.g., Verizon and AT&T.
Regardless of being a wired or wireless provider, it serves as
the last-mile service provider for the users. We assume that the
ISP is allowed to allocate a fraction κ ∈ [0, 1] of its capacity
to serve premium CPs and charge them at a rate c ∈ [0,∞)
(dollar per unit traffic). For a wired ISP, κ can be interpreted as
the percentage of capacity deployed for private peering points
that charge a fee of c per unit incoming traffic and 1 − κ
can be interpreted as the percentage of capacity deployed for
public peering points where incoming traffic is charge-free.
For a wireless ISP, κ can be interpreted as the percentage of
capacity devoted for the premium traffic that will be charged
at a rate of c. The pair of parameters (κ, c) can also be thought
of a type of Paris Metro Pricing (PMP) [20], [24], where one
ordinary and another premium service class have capacities of
(1 − κ)μ and κμ and charge 0 and c respectively. In reality,
content might be delegated via content distribution networks
(CDNs), e.g. Akamai, or backbone ISPs, e.g. Level3 is a major
tier-1 ISP that delivers Netflix traffic towards regional ISPs.
Therefore, in practice, the charge c might be imposed on the
delivering ISP, e.g. Level3, and then be recouped from the CP,
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e.g. Netflix, by its delivering ISP, e.g. Level3. Our model does
not assume any form of the implementation.

We denote O and P as the two disjoint sets of CPs that
join the ordinary and premium class respectively. As a conse-
quence of service differentiation, virtually, the original system
(M,μ,N ) breaks into two independent subsystems (M, (1−
κ)μ,O) and (M,κμ,P). We denote ϕO = ϕ(M, (1−κ)μ,O)
and ϕP = ϕ(M,κμ,P) as the congestion level in both service
classes under a user-level congestion equilibrium respectively.
We denote vi as CP i’s per unit traffic revenue. This revenue
can be generated by advertising for media clients, e.g Google,
or by selling products to online users, e.g. Amazon, or by
providing services to users, e.g. Netflix and e-banking. Our
model does not assume how the revenue is generated either.
Each CP i’s utility function ui can be expressed as

ui(λi) =

{
viλi(M,ϕO) if i ∈ O,

(vi − c)λi(M,ϕP) if i ∈ P .
(3)

We assume that a CP chooses to join the premium service
class only if it provides higher utility than the ordinary service
class.

A. Content Provider’s Best Response

Given the ISP’s decision κ and c, each CP chooses whether
to join the ordinary service class O or the premium class P .
Lemma 1: Given a fixed set O of CPs in the ordinary class
and a fixed set P of CPs in the premium class, a new CP i’s
optimal strategy is to join the premium service class, if

(vi − c) ρi
(
ϕP∪{i}

)
> vi ρi

(
ϕO∪{i}

)
. (4)

Lemma 1 states that a CP will join the premium service class
if that results higher profit, which is per-unit flow profit (vi−c
for the premium class) multiplied by the per capita throughput
ρi. Since ρi(·) is non-negative, Lemma 1 also implies that, if
vi ≤ c, then CP i’s optimal strategy is always to join the
ordinary service class. The above decision is clear for a CP
only if all other CPs have already made their choices. To
treat all CPs equally, we model the decisions of all CPs as
a simultaneous-move game as part of a two-stage game.

B. Two-Stage Strategic Game and Nash Equilibrium

We model the strategic behavior of the ISP and the CPs as
a two-stage game, denoted as a quadruple (M,μ,N , I ).

1) Players: The ISP I and the set of CPs N .
2) Strategies: ISP I chooses a strategy sI = (κ, c). Each

CP i chooses a binary strategy of whether to join the
premium class. The CPs’ strategy profile can be written
as sN = (O,P), where O ∪ P = N and O ∩ P = ∅.

3) Rules: In the first stage, ISP I decides sI = (κ, c) and
announces it to all the CPs. In the second stage, all
the CPs make their binary decisions simultaneously and
reach a joint decision sN = (O,P).

4) Outcome: The set P of the CPs shares a capacity of κμ
and the set O of the CPs shares a capacity of (1− κ)μ.
Each CP i ∈ O gets a rate λi(M, (1−κ)μ,O) and each
CP j ∈ P gets a rate λj(M,κμ,P).

5) Payoffs: Each CP i’s payoff is defined by the utility
ui(λi) in Equation (3). The ISP’s payoff is the revenue
cλP received from the premium class.

If we regard the set of CPs as a single player that chooses
a strategy sN , our two-stage game can be thought of a
Stackelberg game [21]. In this game, the first-mover ISP can
take all the best-responses of the CPs into consideration and
derive its optimal strategy sI using backward induction [16].
Given any fixed strategy sI = (κ, c), the CPs derive their
best strategies under a simultaneous-move game, denoted as
(M,μ,N , sI ). We denote sN (M,μ,N , sI ) = (O,P) as a
strategy profile of the CPs under the game (M,μ,N , sI ).
Technically speaking, when κ = 0 or 1, there is only one
service class. When κ = 0, we define the trivial strategy
profile as sN = (N , ∅); when κ = 1, although there is not a
physical ordinary class, we define the trivial strategy profile
as sN = (O,N\O), with O = {i : vi ≤ c, i ∈ N} which
defines the set of ISPs that cannot afford to join the premium
class. Based on Lemma 1, we can define an equilibrium in
the sense of a Nash or a CP-level congestion equilibrium.
Definition 2: A strategy profile sN = (O,P) is a Nash
equilibrium of a game (M,μ,N , sI ), if{

(vi − c) ρi
(
ϕP∪{i}

) ≤ vi ρi
(
ϕO

)
, ∀i ∈ O,

(vi − c) ρi
(
ϕP

)
> vi ρi

(
ϕO∪{i}

)
, ∀i ∈ P .

(5)

C. CP-Level Congestion Equilibrium

Notice that a CP’s joining decision to a service class might
increase the congestion level and reduce the throughput of
flows of that service class; however, if the number of CPs in
a service class is big and no single CP’s traffic will dominate,
an additional CP i’s effect will be marginal. Analogous to the
congestion-taking (Assumption 1) at the user-level, we make
the following congestion-taking assumption for the CPs.
Assumption 5 (Congestion Taking by the CPs): For any ser-
vice class X , any CP i /∈ X uses ϕX as an estimate of the
ex-post congestion ϕX∪{i} it will face in the decision-making.
In particular, we define ϕX = 0 for |X | = 0.

Based on the above congestion-taking assumption, we can
define a CP-level congestion equilibrium as follows.
Definition 3: A strategy profile sN = (O,P) is a CP-level
congestion equilibrium of a game (M,μ,N , sI ), if

(vi − c)ρi
(
ϕP

){≤ vi ρi
(
ϕO

)
, ∀i ∈ O,

> vi ρi
(
ϕO

)
, ∀i ∈ P .

(6)

By comparing the two equilibrium solutions (5) and (6),
we observe that the CP-level congestion equilibrium largely
simplifies the Nash equilibrium. However, the congestion-
taking assumption of the CPs might not be valid in practice
if there exists CPs whose traffic do have “market power”
and do substantially affect the congestion level of a service
class unilaterally. If there is only one such market mover, we
can again model the CPs’ decision as a Stackelberg game,
where the dominating CP will become the first-move, and
the remaining CPs will move simultaneously afterwards. If
there exists multiple market movers, it might be unavoidable to
consider the inter-dependence among these players and adopt
the complicated Nash equilibrium to capture the reality.
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Theorem 4: If sN = (O,P) is a CP-level congestion equi-
librium of a game (M,μ,N , sI ), then ϕP ≤ ϕO .
Remark: Theorem 4 guarantees that the premium service
class will be less congested than the ordinary service class
under any CP-level congestion equilibrium. Interestingly, this
is not always true under Nash equilibria.
Theorem 5 (Scaling of CP-level Congestion Equilibrium):
Under the scaling condition Φ(ξΛ, ξμ) = Φ(Λ, μ), ∀ξ > 0, if
sN = (O,P) is an equilibrium of a game (M,μ,N , sI ), it is
also a same type of equilibrium (Nash or CP-level congestion
equilibrium) of a game (ξM, ξμ,N , sI ) for any ξ > 0.
Remark: Theorem 5 implies that if the congestion dynamics is
independent of the scale of the system, the CP-level congestion
equilibrium inherits the same property of the underlying
user-level equilibrium (Theorem 3). Given this property, we
characterize the CP-level equilibrium by only focusing on the
per capita capacity μ/M of the system.

V. NUMERICAL ALGORITHMS AND APPLICATIONS

In this section, we first discuss the numerical methods and
algorithms to practically solve different congestion equilib-
ria introduced before. We will see that, compared to Nash
equilibrium, there exists more efficient methods to solve
the congestion equilibria. After that, we will discuss some
extensions of our model and potential applications.

A. User-level Congestion Equilibrium

To solve a user-level congestion equilibrium ϕ for a system
(M,μ,N ), by Definition 1, we need to find the root of the
equation f(φ) = Φ(Λ(M,φ), μ) − φ = 0. By Assumption 1,
we know that Λ(M,φ) is non-increasing in φ. By Assumption
2, we know that, given a fixed capacity, Φ(Λ, μ) is non-
decreasing in Λ. Thus, Φ(Λ(M,φ), μ) is non-increasing in
φ and f(φ) = Φ(Λ(φ), μ) − φ is continuous and strictly
decreasing in φ. As a result, we can evaluate the root of
f(φ) = 0 iteratively by using bisection search and converge
to the equilibrium exponentially fast.

B. CP-level Congestion Equilibrium: A Special Case

The difficulty of finding a CP-level congestion equilibrium
comes from the large number of CPs. Through exhaustive
search, we need to evaluation 2N possible scenarios. Here,
we first introduce a condition under which we can efficiently
obtain a CP-level congestion equilibrium and then explore a
more general method to find CP-level congestion equilibria.
Assumption 6 (A Special Form of ρi): For any CP i ∈ N
and any congestion φ1 and φ2, ρi(φ2) > 0 ∀φ < +∞ and

ρi(φ1)

ρi(φ2)
= Fi(G(φ1, φ2)),

where Fi(·) is an increasing function, and G(φ1, φ2) is a non-
increasing in φ1 and non-decreasing in φ2.

The above assumption implies that there exist a common
metric G(ϕO, ϕP) between the two levels of congestion in
both service classes O and P that each CP i’s achievable
throughput ratio λi(ϕO) : λi(ϕP) = ρi(ϕO) : ρi(ϕP ) can be

evaluated as a function Fi of that common metric G(ϕO , ϕP).
Two examples of ρi that satisfy the above assumption are

ρi(φ) = θ̂ie
−βiφ, and ρi(φ) = θ̂i(βi)

φ(for βi ≤ 1),

where βi can serve as a differentiating parameter that reflects
CP i’s to sensitivity congestion. If the above two forms of ρi
are adopted, the corresponding demand functions di(φ) under
the proportional rate mechanism would be

di(φ) = (φ+ 1)e−βiφ, and di(φ) = (φ+ 1)(βi)
φ.

Similarly, the corresponding demand functions di(ϕ) under a
max-min end-to-end congestion mechanism would be

di(φ) = max{1, θ̂iφ}e−βiφ, and di(φ) = max{1, θ̂iφ}(βi)
φ.

Under Assumption 6, we denote ζi as a relative priority of
CP i under a given charge c, defined by

ζi =

⎧⎨
⎩F−1

i

(vi − c

vi

)
if vi > c,

−∞ otherwise .
(7)

The larger priority value a CP has, the larger chance it will
end up in the premium class in an equilibrium.
Lemma 2: Under Assumption 6, sN = (O,P) is a CP-level
congestion equilibrium of a game (M,μ,N , sI ), if and only
if ζi ≤ G(ϕO, ϕP) < ζj for any i ∈ O and j ∈ P .

Lemma 2 reveals the structure of a CP-level congestion
equilibrium under which O always contains the CPs with
smaller values of ζi. The following theorem further charac-
terizes a condition under which a unique equilibrium exists.
Theorem 6: Under Assumption 6, if the user-level congestion
equilibrium satisfies ϕ(M,μ,N ′) < ϕ(M,μ,N ) for all N ′ ⊂
N and ρi(·) is strictly decreasing for all i ∈ N , (M,μ,N , sI )
has at most one CP-level congestion equilibrium.

Remark: Theorem 6 guarantees the uniqueness of a CP-
level congestion equilibrium if it exists. If no equilibrium
exists, there actually exists a CP that finds itself better off
in P when it is in O and vice versa.

Based on Lemma 2 and Theorem 6, we propose the fol-
lowing bisection algorithm to calculate the unique CP-level
congestion equilibrium for numerical evaluation purposes.

Bisection Algorithm for CP-Level Equilibrium
1. Sort CPs based on ζi in an ascending order;
2. l1=0; l2 = N ; l = 1

2 (l1 + l2);
3. while l2 > l1
4. Hl = {i ∈ N : 1 ≤ i ≤ l};
5. if ζl ≤ G(ϕHl

, ϕN\Hl
) < ζl+1 then l1 = l2 = l;

6. if G(ϕHl
, ϕN\Hl

) ≥ ζl+1 then l1 = l;
7. if G(ϕHl

, ϕN\Hl
) < ζl then l2 = l;

8. l = 1
2 (l1 + l2);

9. return (Hl,N\Hl);

The bisection algorithm sorts the CPs based on their ζi
values in an ascending order, and then, finds a partition of
the sorted CPs under which the CPs with lower/higher indices
will be in the service ordinary/premium class.
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Fig. 2. Demand function di(φ).

C. CP-level Congestion Equilibrium: General Cases

For general forms of ρi(·)s, we cannot sort the CPs on
a one-dimensional space to search for a CP-level congestion
equilibrium. However, we could still iteratively search in a
two-dimensional “congestion space” as follows.

Iterative Congestion Taking Algorithm
1. Initialize ϕ[0] = (ϕ

[0]
O , ϕ

[0]
P )

2. Calculate induced equilibrium (O[0],P[0]) given ϕ[0];
3. t = 0;
4. do
5. ϕ′[t] = (ϕO[t]

, ϕP[t]
);

6. ϕ[t+ 1] = ϕ[t] + g[t](ϕ′[t]− ϕ[t]);
7. t = t+ 1;
8. Calculate (O[t],P[t]) based on ϕ[t];
9. until t > T or (O[t],P[t]) == (O[t−1],P[t−1]);
10.return (O[t],P[t]);

The algorithm starts with an estimation ϕ[0] = (ϕ
[0]
O , ϕ

[0]
P )

on the congestion levels in both service classes. At each
iteration t, based on the congestion-taking assumption and the
congestion estimation ϕ[t], the algorithm calculate an induced
CP-level congestion equilibrium (O[t],P[t]) (line 2 and 8) and
the corresponding real congestion level ϕ′[t] = (ϕO[t]

, ϕP[t]
)

(line 5). The algorithm updates the congestion ϕ[t+1] based
on the previous estimation ϕ[t] and the induced real congestion
ϕ′[t] (line 6). Notice that the algorithm is flexible that a step
size g[t] for each iteration (line 6) and a maximum number
of iterations T (line 9) can be specified for the algorithm to
tradeoff between convergence time and accuracy.
Remark: For the general cases, when there exist multiple CPs
with similar characteristics, the system might have multiple
CP-level of congestion equilibria. Similar to the special case,
there might also be cases where no CP-level congestion
equilibrium exists. However, our iterative algorithm provides
a probable path of system dynamics, where CPs behave
strategically based on observed levels of congestion.

D. User-level and CP-level Equilibria: Numerical Examples

We consider a proportional share mechanism of the system
that induces system congestion according to Equation (2). We
assume that the per-user achievable rate follows the function
ρi(φ) = θ̂ie

−βiφ. Figure 2 illustrates the corresponding
demand functions di(φ) = (φ + 1)e−βiφ with various values

of βi. We observe that the demand drops sharply with large
βis, which can be used to model content that have stringent
throughput requirements, e.g. Netflix content. Content that is
less sensitive to the throughput, e.g. a Google search query,
can be modeled with a low βi.

We first illustrate an example of user-level congestion
equilibrium of two competing CPs in a system with a fixed
user size M = 1000. We vary the available capacity μ from
0 to 4000. The two CPs have parameters (α1, θ̂1, β1) =
(0.05, 10, 5) and (α2, θ̂2, β2) = (1, 1, 1). CP 1 represents
Netflix-type of content that is more sensitive to congestion
and has a higher unconstrained throughput rate; however, CP
2 represents Google-type of content that is more extensively
used and less sensitive to congestion. Figure 3 illustrates the
system congestion level ϕ, the throughput rates λi and the
corresponding demands di of the two CPs from left to right.
We observe that when μ increases from zero, the demand and
throughput rate for congestion insensitive content increases
sharply; while, the demand of congestion sensitive content
does not start to catch up until the demand of congestion
insensitive content reaches around 95%.

To visualize the CPs in CP-level congestion equilibria and
get a better understanding of their behavior, we evaluate a
scenario of 1000 CPs, whose αi, θ̂i and vi are uniformly dis-
tributed within [0, 1]. Each βi is uniformly distributed within
[1, 10]. Figure 4 illustrates eight equilibria under c = 0.3. The
ISP choose κ to be either 0.2 or 0.9, the user size M is either
5 × 103 or 100 × 103, and the system capacity μ is either
1 × 106 or 20 × 106. CPs in the premium class are shown
in red circles, which appear in the upper-right corner of the
rectangle. We observe that 1) the set {i : vi ≤ 0.3, i ∈ N}
is always in O, 2) the same ratio of μ/M corresponds to the
same equilibrium (Theorem 5), and 3) the number of CPs in
the premium class, i.e. |P|, increases against M and κ, but
decreases against μ. This follows the intuition that more CPs
move to the premium class when the system becomes more
congested, due to a smaller ratio of μ/M , and/or a smaller
capacity (large κ) for the ordinary class.

E. Extension and Applications

We develop the CP-level congestion equilibrium based on
the underlying building block of user-level congestion equi-
libria. At the CP-level, the PMP-type of service differentiation
of an ISP can naturally be extended from two service classes
(O and P) to many service classes. Our iterative algorithm
for solving a CP-level congestion equilibrium can also be
extended accordingly.

Although we only focused on a single eyeball ISP in the
system, we can extend our model to a set I of ISPs, each I ∈ I
of which uses its pricing and service differentiation strategy
sI = (κI , cI). Based on the congestion level and throughput
rates in equilibrium, we can further derive the utilities, e.g.,
ISP revenue and CP utility, of different players in equilibrium.
As an example, our work [15] focuses on throughput as a
congestion metric and analyzes the consumer welfare under
different ISP market structures. By comparing the resulting
consumer welfare under congestion equilibria, we analyze the
feasibility of network neutrality [26] regulations.
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Fig. 3. System congestion, throughput rates and demands of two competing CPs.

Fig. 4. CP-level congestion equilibria (O,P) under c = 0.3.

VI. CONCLUSIONS

In this paper, we have developed the concept of congestion
equilibrium for large scale networks. The common experience
of congestion by different players in a large scale network,
coupled with the assumption that any individual player makes
strategic decisions only based on the congestion level but
not significantly affect the overall congestion, enables us
to develop the concept of “congestion-taking”. Under this
congestion-taking assumption, we use the concept of conges-
tion analogous to the price in traditional market economies and
develop the congestion equilibrium of networks at different
levels: the user-level and the CP-level. We have also applied
our concept specifically to the study of modern multiparty
Internet ecosystems comprising content producers, ISPs and
end users, shedding new light on the topic and informing the
network neutrality debate. Primarily, we believe that our ideas
provide a new way to model and analyze modern network-
economic systems that have a large number of decentralized,
small players. Our work is a step in the way to help develop

a better understanding of complex Internet ecosystems where
engineering and economics are tightly coupled.
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APPENDIX

Proof of Theorem 1: By Assumption 1, Λ(M,φ) is con-
tinuous and non-increasing in φ in the R

|N |
+ space. Further,

by Assumption 2, Φ(Λ(M,φ), μ) is continuous and non-
decreasing in φ. Let f(φ) = Φ(Λ(M,φ), μ) − φ, which
is a continuous and strictly decreasing function in φ. f(·)
has a maximum value of f(0) = Φ(Λ(M, 0), μ) > 0
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and limφ→∞ f(φ) = −∞. Therefore, there exists a unique
equilibrium ϕ that satisfies f(ϕ) = 0.

Proof of Theorem 2: To simplify the notation, we define
ϕ1 = ϕ(M,μ1,N1), ϕ2 = ϕ(M,μ2,N2), Λ1(M,φ) =
(λi(M,φ) : i ∈ N1) and Λ2(M,φ) = (λi(M,φ) : i ∈ N2).
Since N1 ⊆ N2, for any φ, Λ1(M,φ) is a projection
of Λ2(M,φ) in the R

|N1|
+ space. Suppose ϕ1 > ϕ2, by

Assumption 1, we have Λ2(M,ϕ1) ≤ Λ2(M,ϕ2). Further,
by Assumption 2 and 3, we have Φ(Λ1(M1, ϕ1), μ1) ≤
Φ(Λ1(M2, ϕ1), μ1) ≤ Φ(Λ2(M2, ϕ1), μ1) ≤
Φ(Λ2(M2, ϕ2), μ1) ≤ Φ(Λ2(M2, ϕ2), μ2). By Definition
1, ϕ1 = Φ(Λ1(M1, ϕ1), μ1) ≤ Φ(Λ2(M2, ϕ2), μ2) = ϕ2,
which contradicts the assumption of ϕ1 > ϕ2. By Definition
1, Assumption 1 and the fact ϕ1 ≤ ϕ2, we conclude
λi(M,μ1,N1) = λi(M,ϕ1) = αiMρi(ϕ1) ≤ αiMρi(ϕ2) =
λi(M,ϕ2) = λi(M,μ2,N2) for all i ∈ N1.

Proof of Theorem 3: To simplify the notation, we de-
fine ϕ0 = ϕ(M,μ,N ) and ϕξ = ϕ(ξM, ξμ,N ). Sup-
pose ϕ0 < ϕξ, by Assumption 1, we have Λ(M,ϕ0) ≥
Λ(M,ϕξ). By the CP’s rate function of Equation (1), we have
Λ(ξM,ϕξ) = ξΛ(M,ϕξ) and therefore, Φ(Λ(ξM,ϕξ), ξμ) =
Φ(ξΛ(M,ϕξ), ξμ). Further, by Assumption 2 and 4,
we have Φ(Λ(ξM,ϕξ), ξμ) = Φ(ξΛ(M,ϕξ), ξμ) ≤
Φ(ξΛ(M,ϕ0), ξμ) ≤ Φ(Λ(M,ϕ0), μ). By Definition 1,
the above implies that ϕξ = Φ(Λ(ξM,ϕξ), ξμ) ≤
Φ(Λ(M,ϕ0), μ) = ϕ0, which shows a contradiction. There-
fore, we must have ϕξ ≤ ϕ0 and Λ(M,ϕξ) ≥ Λ(M,ϕ0)
by Assumption 1. Finally, Λ(ξM, ξμ,N ) = Λ(ξM,ϕξ) =
ξΛ(M,ϕξ) ≥ ξΛ(M,ϕ0) = ξΛ(M,μ,N ).

In particular, if Φ(ξΛ, ξμ) = Φ(Λ, μ), we have ϕξ =
Φ(Λ(ξM,ϕξ), ξμ) = Φ(ξΛ(M,ϕξ), ξμ) = Φ(Λ(M,ϕξ), μ).
Since ϕξ = Φ(Λ(M,ϕξ), μ), ϕξ is also a solution for the equi-
librium congestion of system (M,μ,N ). By Theorem 1, we
have ϕξ = ϕ0 and Λ(ξM,ϕξ) = ξΛ(M,ϕξ) = ξΛ(M,ϕ0).

Proof of Lemma 1: The utility of CP i joining the premium
and ordinary service classes are (vi − c) λi

(
M,ϕP∪{i}

)
and

viλi

(
M,ϕO∪{i}

)
respectively. By dividing the constant αiM

on both, we obtain the above condition.

Proof of Theorem 4: Suppose ϕP > ϕO for some CP-
level congestion equilibrium (O,P). By Assumption 1, we
know ρi(ϕP ) ≤ ρi(ϕO); therefore, (vi − c)ρi(ϕP ) ≤ (vi −
c)ρi(ϕO) ≤ viρi(ϕO). By Definition 3, we know i ∈ O for
all CPs. This implies that P = ∅ and ϕP = 0 by Assumption
5. This contradicts our assumption of ϕP > ϕO ≥ 0.

Proof of Theorem 5: By Theorem 3, (O,P) would induce the
same level of congestion ϕO and ϕP in both service classes in
a linearly scaled system (ξM, ξμ,N , sI ). Therefore, the right
hand sides of both 5 and 6 do not change. Since the left hand
sides of both 5 and 6 remain the same, all the equilibrium
conditions are satisfied.

Proof of Lemma 2: For any CP with vi ≤ c, by Lemma 1,
we know i ∈ O. So, we check −∞ = ζi ≤ G(ϕO , ϕP). For

any CP with vi > c, by Assumption 6, inequality (6) becomes

vi − c

vi

{
≤ ρi

(
ϕO

)
/ρi

(
ϕP

)
= Fi(G(ϕO , ϕP)), ∀i ∈ O,

> ρi
(
ϕO

)
/ρi

(
ϕP

)
= Fi(G(ϕO , ϕP)), ∀i ∈ P .

Because Fi(·) is increasing, and therefore invertible, we have

ζi = F−1(
vi − c

vi
)

{
≤ G(ϕO , ϕP), ∀i ∈ O,

> G(ϕO , ϕP), ∀i ∈ P ,

which is equivalent to ζi ≤ G(ϕO , ϕP) < ζj for all i ∈ O
and j ∈ P .

Proof of Theorem 6: We prove the uniqueness of CP-
level congestion equilibrium by contradiction. Suppose there
exist two equilibria (O,P) and (O′,P ′) for some game
(M,μ,N , sI ). By Lemma 2, we have ζi ≤ G(ϕO , ϕP) < ζj
for any i ∈ O and j ∈ P and ζi′ ≤ G(ϕO′ , ϕP′) < ζj′

for any i′ ∈ O′ and j′ ∈ P ′. Therefore, if |O| = |O′|, we
have (O,P) = (O′,P ′). Without loss generality, we assume
|O| < |O′|, which implies O ⊂ O′ and P ′ ⊂ P . Again by
Lemma 2, we deduce that G(ϕO, ϕP ) ≥ G(ϕO′ , ϕP′).

By the assumption ϕ(M,μ,N ′) < ϕ(M,μ,N ) for all
N ′ ⊂ N , we have ϕO < ϕO′ and ϕP > ϕP′ . By the
assumption that ρi(·) is strictly decreasing, G(φ1, φ2) becomes
strictly decreasing in φ1 and strictly increasing in φ2. As a
result, we have G(ϕO, ϕP) < G(ϕO′ , ϕP′), which shows a
contradiction.
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