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Abstract

IP multicastprovidesbest-efort delivery Packetsencounter
variable delaysand maybelost becausef transmissiorer-
rors and buffer overflows. Real-timemultimediastreaming
servicesrequire that most padets arrive at the receives
prior to an applicationdeadline Multicast quality on the
current Internetis ofteninadequatefor theseapplications.
We have solvedthis problemby placing repair serves in-
sidethenetwork. Therepair servesrecoser missingpadets
by communicatingvith ead other thenre-multicasthere-
paired streamto nearbyreceives on a new address. Multi-
castreceptionin the constainedareais typically mud bet-
ter thanin thewidearealnternet.

In this paperwe addressthe problemof constructinga
repair graph. Therepair graph showswhich repair serves
ead repair server communicatesvith to recoser missing
messges.Our objectivesvhenconstructingthis graphcon-
flict with each other We wanthigh reliability: everyrepair
serverto recover as manymissingmessgesas possible as
quickly as possible But we alsowantlow cost this recov-
ery shoulduseas little of the network bandwidthas pos-
sible We presenta centrlized algorithm to genesate re-
pair graphs. We demonstate through simulationthat these
graphsachievea level of reliability thatis almostashigh as
thatachievedby repair graphsspecificallydesignedor high
reliability. Atthesametime our graphsmaintaina costthat
is almostas low as the costin repair graphsdesignedfor
low cost.

1 Introduction

TheInternetsflexible designenablest to transmita variety
of typesof traffic. Traffic canbe as simple as a point-to-
point datacommunication,or ascomplex asa large-scale,
multimediacollaborationthat simultaneouslytransmitsin-
formationbetweennumeroushosts. The deploymentof IP
Multicast[1] significantlyreduceghe load imposedon the
Internetby large-scale multi-hostcommunications.How-
ever, IP Multicastis best-efort: a paclet transmittedvia IP
Multicast neednot reachall intendedrecevers. Hence,on
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its own, IP Multicastis unsuitablefor sessionghatrequire
low pacletlossrates.

Multimediabroadcassessionssuchaslive or pre-record-
ed broadcastadio/ TV, are applicationsthat, via IP Mul-
ticast,canbe madewidely availableto consumersat a low
cost.However, peoplesinterestin tuningin to suchsessions
decreasewith thequality if thereception.Sincepacletloss
degradegeceptionquality, it is necessaryo addsomeaddi-
tional mechanisnon top of the best-efort IP Multicastser
viceto keeplossratesatlow levels.

Here,we presenta systenthatimprovesreceptionqual-
ity by recoveringfrom paclket lossesin streamdransmitted
via IP Multicast. Thesystemutilizesafew dozensenersin-
sidethenetwork asrepair serves. Eachsenercachegpack-
etsfrom the original transmissionandcanforward (via uni-
cast)pacletsto otherrepairsenersthatdid not receie the
pacletsvia the original transmissionAfter afixeddelayon
the orderof several secondsa repairsener thenmulticasts
the pacletsin scopedsub-regjionsof the network, providing
receverswithin the scopedregion with a transmissiorthat
is delayedby afew secondselative to the original multicast
session.However, this delayedtransmissiorcontainsfewer
lossesandthuspresents higherquality copy of the origi-
naltransmissiorthanwhattherecevver would have obtained
hadit joinedthe original transmissiorgroup.

We focuson producinga recovery systemthat caneas-
ily be deployed by a network serviceprovider or by a set
of cooperatingnetwork serviceproviders. The systemhas
several uniquefeatures.First, it is built to supportexisting
andfuture applicationghataredesignedo interactwith the
currentbest-efort IP multicastmodel. Our systemdoesnot
requirethat theseapplicationspossessry additionalfunc-
tionality to handlelate paclet arrivals or to requestrepairs.
Secondthe systemis fault tolerant: it usesa simple algo-
rithm to routerepairtransmissiongroundary repairsener
thatceaseso operateandreconfigurestself to avoid subse-
quentfailures. Last, the systems configurationinformation
is maintainedat a centralpoint of control, simplifying sys-
temoperationmonitoring,andon-line detugging.

Therehasbeena significantamountof prior work that
usesrepairsenersin a similar manner2, 3, 4, 5, 6]. What



separatesurwork from prior artis ourfocuson keepingthe
architecturesimplewhereit doesnt needto be complicated.
This simplicity of the architectureis capturedin terms of

threebasicdesignprinciples:

1. Decisionsare centralized,as long as the centraliza-
tion doesnot compromisethe scalability of the sys-
tem, andaslong asthe systemcan operatecorrectly
and remainproductive for an extendedtime if sepa-
ratedfrom the centralizeddecisionpoint. In particu-
lar, we usea centralizedalgorithmto determinefrom
which repair senersa given repair sener shouldre-
guestrepairs. Otherworks usedistributedalgorithms
thatusevariousprobingtechniquego identify appro-
priaterepairseners[2, 3, 5, 6, 7], which complicates
their deployment.

2. The compleity of the protocol at the repair seners
is kept simple, and the amountof statethat a repair
sener mustmaintainis keptlow.

3. The systemutilizes a simple model of the underly-
ing network. A systemdesignedo utilize a complex
network modeltendsto be quite complex itself, and
malesit difficult to assesséts performancepr delug
problemsthatmayarise.

This simplificationincreaseshelikelihoodof a success-
ful deployment, and also simplifies the task of monitoring
anddehugging.

This paperspecifically focuseson the protocol that is
utilized by the repair systemto repair paclket lossesat the
repair seners, allowing themto deliver high quality mul-
timedia multicastsessiondo recevers. Our protocol pro-
videshigh reliability: a high likelihoodthat a repairsener
candeliverapacletto areceverwithin thereceverapplica-
tion’s deadline.This is accomplishedisinga smallamount
of additionalbandwidthon network links, keepingthe oper
ating costlow (in termsof link usage).In the protocol, re-
pairsenersobtainmissingpaclketsfrom otherrepairseners.
What affects the reliability and cost of the protocolis the
choiceof repair graph a graphwhosenodesarethe repair
seners,andwhoseedgesdndicatethedirectionsin which re-
pairs flow betweenrepair seners. We demonstratdhow a
varianton the minimum spanningtree algorithm generates
repairgraphsthat canachieve high reliability at a low cost.
The only knowledge of the underlyingnetwork neededby
thesealgorithmsis the Euclideandistancebetweenall pairs
of repair seners, and betweeneachrepair sener and the
originatingmulticastsource.We demonstratéhroughsim-
ulationthat, giventhelimited knowledgewe have aboutthe
underlyingnetwork, the repairgraphgeneratedy the algo-
rithm achievesa level of reliability thatis almostashigh as
thatachievedby repairgraphsspecificallydesignedor high
reliability (repairsenersrequestepairsfrom senersthatlie
nearthetransmittingsource) At the sametime, it maintains

acostthatis almostaslow asthe costmaintainedoy there-
pair graphsdesignedo maintaina low cost (repairseners
requestepairsfrom nearbyseners).

The paperproceedsasfollows. In Section2, we intro-
ducethe network model: our abstractview of the network
and of the capabilitiesof the repair seners for which we
wish to provide repair service. Section3 presentshe al-
gorithmswe useto generatehe repair tree, and motivates
why we believe thesealgorithmsproducethe kinds of repair
graphsthatwould be mosteffective at providing high relia-
bility atalow cost. Section4 presentperformanceaesults
of simulationsof our repairgraphalgorithmon the network
model. We discussrelatedwork in Section5, andlastwe
discusduturedirectionsandconcluden Section6.

2 Network Model

In this section we presenbur abstracmodelof the network
on top of whichwe will be building arepairgraph. We be-
gin by describingheapplicationmodelthatwe supportand
thendescribeourabstractiorof thelnternettopologythatwe
believe is areasonabléasison which we shoulddesignour
repairgraphalgorithm.

2.1 Application Model

Ourrepairgraphalgorithmis designedo connectepairser-
versthat supportmultimediabroadcastapplications where
the applicationsaredesignedo run on top of best-efort 1P

multicast. As a result,the repair sener cannotrely on the
applicationto actively participaten therepairserviceproto-

col (e.g.,repairrequestsplayoutbuffering). Our modelof

theinterfacebetweerrepairsener andapplicationis based
onthemodelpresentedn [8], which we nhow summarize.

Figure1: The Non-modifiedApplication RepairSener Ar-
chitecture

Figure 1 depictshow multicastgroupsare usedby the
repairsystemto improve receptionquality at recevvers. The



transmissiorsourcefrepresentetly an’X’, transmitsts sig-
nalonamulticastgroup,Go. Transmissionfrom thesource
onto Gy have alarge scope(e.g.,attl of 127), andcanbe
recevedin thelightly-shadedegion. Someof the datagen-
eratedby the sourceis lost within the network asit propa-
gategdo recevers(blackdots)or repairseners(squarenhite
boxes)joined to multicastgroupGo. Hence,receversthat
join to G will oftenreceve apoorquality signaldueto sub-
stantialpacletlosses.

Eachrepairsener, s;, joinsto groupGy, anddelaysits
transmissiorof the receved databy somefixed amountof
time, t;, beyond its scheduledplaybacktime. During this
periodof time, it detectgacletlossesn its recevedstream
ongroupGy, andattemptdo recoverthesdost pacletsfrom
neighboringepairsenersvia unicastrequestsTherecovery
attemptconsistsof a seriesof oneor moreunicastrequests
to nearbyrepair seners, which unicastback the requested
pacletif it is available. Whena time of ¢; haselapsede-
yondtheplaybackiime of arecevedor recoveredpaclet, the
paclet is transmittedby the repairsener, s;, on a separate
multicastgroup,G;. Transmissionso G; by s; arescoped
to within alocal region (e.g.,ttl of 0,1 or slightly larger). In
Figurel, we indicatethe smallerscopingof thegroupG; by
adarker shadedegion which surroundgherepairsener.

Ratherthan join group Gy, a recever that lies within
the transmissiorrangeof somerepair sener, s;, canjoin
to groupG; andreceie a delayed but muchhigherquality
transmissionThis is because recever neararepairsener
s; thatis joinedto groupG; recevesalmostall the paclets
thatwerereceivedor recoveredby s;. If therepairgraphis
configuredin a reasonablananney thenit is highly likely
thatarepairseners; will beableto recoverapacletaslong
as somerepair sener upstreamon the graphreceves the
paclet in the original transmissiort. The repairwill prop-
agatedownstreamdueto the chain of unicastrequestsand
retransmissionsf the lost paclet alongeachhop of there-
pair graph. Thus,the likelihoodis high thata recever will
receve apacleton G; thatit would have loston Gy.

Notethatbecausehe sourceandreceier do not partici-
patein therecovery processapplicationghathave beenand
arebeingdevelopedto usethe standardP multicastUDP-
like interfacecanutilize the protocolby simply joining are-
pair multicastgroupinsteadof joining the original multicast
group.Furtherdetailscanbefoundin [8].

Repairsenersdo not maintainstateaboutwho hasre-
questeda repait If a repairsener, s;, recevesa request
for a paclet from a repairsener, s;, andit cannotprovide
the paclet, s; makesno responseandkeepsno information
regardingthe request.Hence,it is s;’s responsibilityto re-
querys; at somefuture pointin time if it still desiresto re-
ceivethepaclketfrom s;. If eachrepairsenerwereto main-
tain stateaboutqueries,it would be possibleto propagatea
repairthrougha chainof senersthatlost the initial trans-
missionin muchlesstime. However, maintainingsuchstate

1A nodeA is upsteamfrom anothemode B if thereis a directedpath
from A to B.

increaseshecompleity of therepairsenercode(whichre-
quiresare-requesinechanisnin ary eventbecauseequests
themselesmightbelost), andis notnecessarjor therange
of applicationghatwe wish to supportwith our protocol.

In our system,the organizationof the repair graphis
formulatedfrom a centralizedprocesswhich thencontacts
eachrepairsenerto inform it of its connectiorinformation.
This centralizedprocessassignsa setof parentso eachre-
pairsenerfromwhichthesenermayrequespacketrepairs.
One can constructthe repair graphfrom this information
by drawing edgesfrom eachrepairsener to its setof par
ents. The centralizedprocesscan contactsenerson occa-
sionswhenthe repairgraphneedso be updatede.g.,are-
pairsenerin thesystentails). However, we expectsuchup-
datego beinfrequent.We have alreadybuilt arepairsystem
that operatesn this mannerthat locatesand routesaround
faultsin thenetwork. Furthermorerepairsenerswhoseser
vices are not needed(no receversare joined to the repair
sessionandno repairsenersarerequestingepairs)canen-
terasleepingnodethatconseresresourcestthe hostrun-
ning therepairsener processaswell asin the neighboring
network region. The descriptionof theseattributesof the
systemis discussedh [9].

2.2 Abstraction of the Underlying Multicast
Networ k

We evaluateour systemthroughsimulationover an abstract
modelof the multicastnetwork. Our abstractiorof the un-
derlying multicastnetwork attemptsto captureseveralreal-
istic featuresof Internetmulticastrouting, and at the same
time, avoid unnecessargetailsthatwe expectwill not sig-
nificantly affect protocol performance. Sincewe compare
the performancef repairgraphsvhosenodesconsistof the
transmissiorsourceandrepair seners,our underlyingnet-
work graphin the modelonly containsnodesthat can po-
tentially serne asrepairseners. We do this ratherthanin-
troduceadditionalcomplexity in the modelby includingin-
termediatenodesthatconnectrepairseners. We expectthat
removing theseadditionalnodesdoesnot significantlyalter
our results. Our model also doesnot include the last hop
to the receversthat connectto the repairseners. Because
oneof ourrequirementss thatapplication-leel codecannot
be modifiedto requesbr detectrepairpaclets,thereis little
thatcanbedoneto improvethecommunicatiorperformance
betweerarecever andits “nearestrepairsener”. We leave
it to the receving application(or userof the application)to
its “nearestrepairsener”, i.e., to choosea groupon which
it obtainsthe bestserviceit can,giventhelimitationsonthe
numberof repairsenersthatcanbedeployed.

2.2.1 Underlying topology

We now discussour constructionof the underlyingnetwork
topology Network nodesgachof which representa poten-
tial sourceor repairsener, areplacedon atwo-dimensional



grid in which only afixedsubsebf grid squaresancontain
nodes.Thegrid squaresvhich containnodesrepresenpop-
ulatedareassuchascities, or, if oneprefersa largerscale,
continents.The grid squareghat do not containnodesrep-
resentunpopulatedegionsor oceansWe usea scaleddown
versionof whatis usedin [10] to generateour graphs. In
[10Q], up to 10,000receversareusedper sample.Here,we
are only interestedn the placementof repair seners, and
expect on the order of 50 nodesto be sufficient for pro-
viding a global repair service: an intelligent placementof
thesesenersthroughouthenetwork will improvethetrans-
missionquality for a large majority of recevverswithin the
network. We randomly select5 grid squaresfrom a 5x5
squaregrid to be populatedregions. Theremainingsquares
areoceangdevoid of nodes). We referto eachsquarethat
containsnodesasa continent

After placingthe nodeswithin the network on the conti-
nentswe randomlyassigrbi-directionallinks to connecthe
nodeswherethe probability of constructinga givenlink is a
functionthatdecreasewith the distancebetweerthe nodes
it is to connect.Thus,nodeghatareclosetogetheraremore
likely to bedirectly connectedit follows thatthe densityof
connectvity is higherwithin a continentthanacrossconti-
nents). The algorithmto generatdinks doesnot terminate
until a pathexistsbetweerall pairsof nodes.

2.2.2 Building the multicast tree

Oncewe have generatedhe underlyingnetwork topology
we chooseonenodeto bethe sourceof the multicastgroup,
and20 of theremainingd9 unusechodego berepairseners
that will participatein the session. The multicasttree is
the shortest-pathree from the sourceto eachof the repair
seners,wherea pathcanproceedhroughany nodewithin
the underlyinggraph(whetheror not the nodehasbeense-
lectedasa repairsener). We could perhapsuild treesthat
are more realistic by increasingthe aggreyate number of
nodesin the graphbeyond 50. Doing so would likely in-
creaseahe expectedhop-counbetweerrepairseners. How-
ever, we expectthat ISPswill chooserepair senersin a
stratgyic manney andthe shortestpathbetweentwo nearby
repairsenersis likely to closelyapproximatehe Euclidean
distancebetweerthem.

2.2.3 Lossand recovery

We represenpacketlossonthe multicasttreeasa Bernoulli

procesn eachlink of thetree. A repairsener fails to re-

ceive a paclet whenever ary link upstreamfrom it (toward
thesource)ropsa paclet. This procescapturespatial but

not temporal,loss correlationobsened for multicasttrans-
mission. In this paperwe will examinethe systems ability

to recoverasinglepaclketthatis lostin partsof the network.

For this reasonthefactthatwe do not capturethe temporal
losscorrelationshetweensuccessie transmissionss irrele-

vant.

For the purposesof building the repair graph,we per
mit eachrepairsenerto connectdirectly to any otherrepair
sener (i.e., the graphin which the 20 repairsenersarethe
nodesandthe edgesrepresenpathsfor directcommunica-
tion is a 20-clique).Again we make the assumptiorthatthe
distancealongthe communicatiorpath betweentwo repair
senersclosely approximateghe Euclideandistance. Con-
structingthe graphassuchalsoimpliesthatit is quite possi-
blefor two senersto have amoredirectmodefor communi-
cationthanthe paththatconnectshemwithin the multicast
tree.

We areinterestedn testingthe performanceof our sys-
tem undertwo typesof losseson top of the repair graph.
First, we assumehatthe combinedrequestaindrepairtrans-
missionsbetweertwo repairsenersfailing to deliverthere-
pair from the requestedo the requesteis a Bernoulli loss
process.Secondwe assumehatit is possiblethata small
numberof repairseners(0, 1, or 2) mayfail duringtheses-
sion. Thesesenersdo not respondat all to requestgor re-
pairs.

2.2.4 Repair server algorithm

A repairsener that detectsa missingpaclet requests re-
pair immediately and continuesto do so periodically until
the paclet is receved, or the paclet’s deadlinefor playout
on the locally scopedmulticastgroup expires. In the cur-
rentimplementationthe period of the requestis a second.
Sinceall repairsenersarelikely to detecta paclet lossat
approximatelythe sametime (relative to a second)theith
requestfrom all senersthat have not receved the paclet
occur at approximatelythe sametime, and henceit makes
sensdo modelthe requestiprocessasa seriesof rounds In
eachround, a repair sener that hasnot yet recoveredthe
paclet makesa requesto a parentfor the paclet. Because
repair seners do not maintain statefor paclet requestsa
repair propagatest most one hop on the repair graph per
roundtowardarepairsenerthatneedgshe paclet.

3 A Repair-Graph Building Algorithm

We now describethe algorithm we useto generaterepair
graphs. Let us quickly review the traits of a “good” repair
graph. We definethe reliability of a repairgraphmorefor-
mally asthe expectednumberof paclets,averagedover all
repairseners,thatcanberecoseredbeforethedeadline We
want a repairgraphthat exhibits a high reliability, closeto
1. At the sametime, we wantto limit our usageof network
resourcesHerewe assumehatthecostof atransmissiorbe-
tweenrepairsenersequalsthe Euclideandistancebetween
thoseseners. This is not an unreasonablassumption.At
presentleased-lingroviderschaigeby themile.

We alsoimposeseveraladditionalrequirementbasen
obsenationsof trials of our prototypeimplementation9].
Thealgorithmshouldberobustin ernvironmentswherethere



are lossesof repair paclet transmissionsas well as over
single node failures. Rolustnessover multiple node fail-
uresis of coursepreferred.However, it is unlikely thattwo
nodes'timesof failure will overlap? Last, we assumethat
the only informationthatis availableto the algorithmis the
geographicalocationof the sourceandof therepairseners
in the network: this informationallows us to computethe
Euclideandistancebetweenpairs of repair senersand be-
tweenthe sourceand ary repairsener. Thus,we will not
needto obtainaccuraterouting information, nor do we re-
quireinitial estimate®f thelossratesbetweenvariouspairs
of repairseners.

3.1 Toward a Robust Repair Graph

Beforeembarkingon adescriptiorof our repairgraphbuild-
ing algorithm,we first describeat a higherlevel what moti-
vatedusto constructhealgorithmthe way we did.

3.11 Aringatthetop

If thedatasourcefor asessiorparticipatesn therepairpro-
tocol, thenensuringthat a repairsener eventuallyreceves
a copy of a lost paclet (barring a nodefailure, a flushing
of the sources cache,or a deadlineexpiring) is simply a
matterof rootingthe repairgraphat the source(makingthe
sourceupstreanfrom all repairseners). However, our as-
sumptionthatthe applicationcodecannotbe modifieddoes
not allow usto include the datasourcein the repairgraph.
This meanghatit is concevablethatin someinstancesthe
original transmissiorof a pacletis lostby all repairseners,
andis thereforeunrecaverable. While we cannothopeto
recover from suchoccurrencesye cantry to constructare-
pair graphthatgivesa high likelihoodof recoveryin asmall
numberof roundsin mostlossscenariody ensuringthata
few hopsupstreamthereis a repairsener that hasa high
likelihoodof receving the paclet.

Onemethodfor locatingsucharepairsenerwould beto
obsenethetraffic for someperiodof time,andthenperform
acorrelationstudyfor eachrepairsenerto determinewvhich
sener would bestsuit its needsfor repair However, such
a procesomplicateghe protocol,andwith traffic patterns
changingovertime in the network, it is not clearthatsucha
solutionwould be effective. Instead we make thefollowing
obsenation: nodeswith a smallerEuclideandistanceto the
sourcearemorelikely to lie upstrean(nearerto the source)
on the underlyingmulticasttree,andit follows thatin most
casesit is morelik ely thatthesesenerswill recevetheorig-
inal datatransmissionandsubsequentlype ableto provide
repairs.

Our solutionis to identify a small setof repairseners
thatarenearthe source suchthatit is mostlikely thatif any

2Thecentralpointof controlmaintainsperiodiccontactwith eachsener
ataratesuchthatthe systenis capableof detectingnodefailuresin undera
minute[9], andin this sameperiodof time it shouldbe possibleto restruc-
turetherepairgraphto avoid thefailednode.

repairsenerrecevesa packet, thenthe pacletwasreceved
by somerepair sener in this small set. We then connect
the senersin the small setin the form of a ring so that if
ary of themreceve the paclet, thenall of themshouldre-
ceive the paclet as the paclet propagatesaroundthe ring.
Theremainingrepairsenersareconnectedo thering from
downstreamsothatany pacletthatis receved by somere-
pair sener within thering cansubsequentlye obtainedby
ary repairsenersdownstream.

We notethatif it is possibleto co-locatearepairsenerat
thelocationof the datasource thenthe proces®f locatinga
ring of repairsenersthatsurroundhesourcecanbeomitted.
For theremainderof the paper we assumehatthe sourceis
locatedat a point that doesnot permitthe co-locationof a
repairsener, necessitatinghe constructiorof thering.

3.1.2 Two Trees

A “good” repair graph efficiently distributes repairsfrom
senersthataremorelik ely to receve datain theinitial trans-
missionto thosesenersthat are lesslikely to receve the
data.Most often,atreeis constructedor this purposgs3, 4,

5, 7], sinceit is themostefficientmeansof producinga fully

connectedyraph(a path exists from the root of the treeto
eachnode).However, anodefailure,unlesdying ataleafof
thetree,would partitionthe treeandpreventpropagatiorof
repairsfrom nodeson onesideof the partitionto the othet
To overcomethis drawvback, we needto constructa repair
graphthathasthe efficiengy closeto thatof a tree,but also
hasthe ability to routearoundsuchnodefailures.

3.2 Our solution

At ahighlevel, our solutionis thefollowing:

e Selecthe3 nodeghatarelik ely to surroundhesource
andconstructa ring from thesenodeswith edgeshat
is bi-directional(directededgesarechosergoingboth
in the clockwiseandcounterclockwisedirection).

e Treatingthe threenodesin the ring asa singlenode,
constructa primary treewith high reliability andlow
costfrom theremainingnodesyootedatthe nodethat
representghering.

¢ Remorethe (directed)edgesusedin theprimarytree,
andgenerate secondaryreerootedatthering onthe
remainingedges We would lik e to constructthis sec-
ondarytreesuchthatthe graphbuilt by concatenating
thering andtwo treestogetherresultsin a graphthat
canroutearoundary singlenodefailure.

e During eachround,arepairsenerthathasnotyetre-
ceived a copy of the paclet choosesan edgeon the
graphgeneratedy the concatenatiorf the ring and
thetwo trees,andrequestghe repairfrom the nodeat
theotherendof theedge.
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(a) Minimum SpanningTree

(b) ShortesPathTree

(c) A “good” tree

Figure?2: VariousTreesbuilt ontop of a 6-clique,wherethe white nodeis theroot.

We now describethe algorithmto constructthe trees.
We postponeour discussionof how we choosethe three
nodesfrom which we build thering. For thetime-being the
readershould assumethat the threenodering hasalready
beenformed. The resultingtreethat is constructedby the
following algorithmextendsfrom thering, i.e., thering can
bethoughtof asa supernodethatrootsthetree.

Thealgorithmthatconstructghe primarytreeis amodi-
fication of analgorithmthatgenerateg minimum-spanning
tree (MST). An MST is the treewith the lowestlink cost.
However, therearesomenodesin anMST whosepathfrom
theroot containmary hops.In our model,sincepacletsare
droppedneachhopwith equalprobability, andsincepaclet
repairstraverseasinglehopin eachroundfor afixednumber
of rounds thelevel of reliability decreaseatarepairsener
asthe numberof hopsto repair senersincreases.To in-
creaseeliability, the numberof hopsfrom thering to repair
senersmustbedecreasedT hetreewith the fewestnumber
of hopsto eachrepairseneris a shortesipathtreerootedat
thering (wherea path’s lengthis the numberof hopscon-
tainedwithin the path). Sinceedgesare permittedbetween
ary pairof repairseners,theshortespathtreeconnecteach
repair sener directly to a repair sener that lies within the
ring. This introducesseverallong, high-costedgesinto the
repair graph. Ideally, we want to build a tree wherelong
links in a repairgraphare sharedby several repairseners
that are nearto oneanother For instance,looking at this
in termsof a network spreadout over several continentsit
malkessenseo form treeswhereonly a singlelink connects
repairsenersacrosscontinents but the pathfrom a repair
sener to this cross-continentdink hasa small numberof
hops.

Figure2 showvsthedifferencebetweera minimumspan-
ning tree,a shortestpathtree,anda treewe considerideal.
In all threegraphsthe nodelocationsareidentical,only the
edgesusedto connectthe nodeschange. In the minimum
spanningtree (Figure 2(a)), thereis a nodethatis 5 hops
from the source(white node).In the shortespathtree (Fig-
ure 2(b)), all nodesare one hop from the source,but most
are connectedusinglong-lengthedges. In the “good” tree
(Figure2(c)), mostedgesareof shortlength,andnodesare
atmosttwo hopsfrom the source.

3.21 Construction of theprimary tree

Thealgorithmto constructhe primarytreeaddsonenodeat

atime, andreliesontwo measuresf distancewithin thetree
andnetwork. We write ¢(n,m) for the Euclideandistance
from a noden to a nodem, and measurehe network cost
for sendingarepairoverlink (n, m) asbeingproportionato

¢(n, m). We defineh, (n) to beto bethe minimumnumber
of hopsit takesalongin the primary treeto travel from a

nodein thering at theroot of the treeto noden. Notethat
hi(n) is only definedfor a noden afterthe nodehasbeen
addedo thetree.

1. Let N bethesetof nodeswithouta pathonthetreeto
thering.

2. Let M bethe setof nodeswith a pathon the treeto
thering.

3. While N is non-empty

4. Selectn € N andm € M suchthate(n,m) +
ahi(m) < c(n',m') + ahi(m') for all othern’ €
N,m' e M.

Add directededge(n, m) to thegraph.

o a

endwhile

Figure3: An iterationof thealgorithmto build Treel

Figure 3 presentghe main iterationwithin the body of
the algorithmusedto generatehe primary tree. The three
nodesthat form the ring nearthe sourceare connectedand
placedin theset, M, of nodeswhich have a pathon thetree
to anodewithin thering. N isinitially the setof theremain-
ing nodes.Eachtime theiterationof the bodyis performed,
anodeis movedfrom M to N. WhenM is empty all nodes
areattachedo the treeandthe algorithmis complete. The
value chosenfor the parameterea, affectsthe shapeof the
primary tree. If « is zero,thenthe algorithmgenerategan
MST: thelink with lowestcostthatconnectgo thetreeand
doesnot form ary cyclesis alwaysaddedon a givenitera-
tion. As «a is increasedmore emphasiss placedon mini-
mizing the numberof hopsfrom thering to a repairsener.
As a tendstoward infinity, the resultingtree corvergesto-
wardthe shortespathtree (wherepathlengthis thenumber
of hopsin thepath).

We now describethe constructionof thering thatforms



theroot of the repairtree. The objectie is to try and“sur-

round” the pathson the multicasttreefrom the sourcewith-

out underlyingknowledgeof the multicasttree. We wantto

keepsmallthenumberof nodeghatwe placewithin thering

to minimize the maximumhop-countto propagatea repair
to all repairsenersin thering. To accomplishthesetasks,
we run the algorithmto build the primarytree,rootedat the
source andthenperformabreadth-firssearchontheresult-
ing tree. Whentwo nodeshave the samepathlengthfrom

the sourcewe give precedencéo the nodewith the smaller
aggrejateedgecost. Thefirst threenodeswe comeacross
arethe nodesthat form thering. In the ring that rootsthe

primary tree, directededgesare chosensuchthat the third

nodeobtainedin the breadthfirst searchrecosersfrom the

secondnode,which recorersfrom thefirst, which recovers
from the third. After this ring is formed, the algorithmto

generateéhe primarytreeis rerun,with M initially setto the

threenodesthat form the ring. This resultis a setof trees,
which, whenjoined to the setof edgesin the ring in one
direction,is asingletreeplusoneadditionaledge.

3.2.2 Construction of the secondary tree

For the secondanytree, the ring at the root of the tree con-
tainsthe samesetof nodesasthering thatrootsthe primary
tree,but the edgedirectionsarereversed(i.e., the first node
addedto the ring recoversfrom the secondwhich recovers
from the third, which recoversfrom thefirst). All directed
edgesusedwithin the primarytreeareremovedfrom theun-
derlying graphso that the secondarytree and primary tree
shareno common directededges.Note, however, thatif di-
rectededge(m, n) isin theprimarytree,we permittheedge
(n,m) in thesecondaryree.

The mainpurposeof the secondaryreeis to ensurethat
the graphbuilt from the concatenatiorf the two treescan
route aroundary nodefailure. We accomplishthis by re-
stricting the setof edgesthat canbe usedin the secondary
treeto thosethatsatisfycertaindepthrequirementsWe de-
fine ha(n) in amannersimilar to the definition of h;(n): a
valueis assignedo hz(n) oncenoden hasbeenaddedto
the secondanyree,wherehs(n) equalsthe minimum num-
berof hopsit takesalongin thesecondaryreeto travel from
anodein thering attherootof thetreeto noden.

Figure 4 presentghe main iterationwithin the body of
thealgorithmusedto generatehe secondaryree. Note that
this algorithmis similar to the algorithmusedto build the
primary tree: a nodeis addedto the tree when, compared
to the other nodesthat can be added,it minimizesa com-
bination of link costand hop count. As in the algorithm
thatbuilds the primary tree, the relative weightsof the link
costandhop countdependon the choiceof a. This algo-
rithm imposesan additionalrequiremenbn the nodebeing
added: a node, n, can attachdownstreamfrom a nodem
only if h1(n) > hy(m) within the primary tree. This ad-
ditional propertyguaranteethatthe graphformedfrom the
edgedrom bothtreescanroutearoundary singlenodefail-

1. Let N bethesetof nodeswithouta pathonthetreeto
thering.

2. Let M bethe setof nodeswith a pathon the treeto
thering.
3. While N is non-empty

4. Selectn € N andm € M whereh(n) > hi(m)
suchthate(n, m) + aha(m) < ¢(n',m') + aha(m’
for all othern’ € N,m' € M whereh;(n') >
hl(m’).

Add directededge(n, m) to thegraph.

o o

. endwhile

Figure4: An iterationof thealgorithmto build Tree2

ure. Thisis provenformally in [11]. The proofsareomitted
heredueto spaceestrictions.

We concludethis sectionby notingeachnodein thering
hastwo parentgthe othertwo nodesn thering). Eachnode
thatis not in the ring alsohastwo parents:a nodein each
tree,or, for eachtime its parentis thering (representedsa
supernode),it hasa distinctnodein thering asa parent.|It
follows thatif eachrepairsenerrequestsepairsfrom both
of its parentsary repairthatwasreceved by a nodewithin
thering will eventuallyreachall othernodes.

4 Evaluation

In this sectionwe evaluatethe performancef ouralgorithm
via simulation.Our evaluationproceedsn threesteps.First,
we determineanappropriatezaluefor thetunableparameter
a, thatachievzesa low costwhile maintaininga high lik eli-
hood of paclet recovery (i.e., reliability) for all recevers.
We will seethatusingavalueof o = 1 within thealgorithm
resultsin treesthat uselong, highercostlinks infrequently
(keepingcostlow), andhave a low hop-countfor mostre-
pair senersto recover the paclet (keepingreliability high).
Next, we considertheimpactof building therepairgraphas
theconcatenationf two treesratherthanbuilding it asjusta
singletree. We find thatutilizing thelinks onthe secondary
treecauses smallincreasan costanda smallreductionin
reliability in the casewherethereare no nodefailures,but
that when nodefailuresoccur, requestingrepairsfrom the
secondaryreecanincreaseeliability significantly Last,we
examinethe impacton reliability and costaswe vary the
lossrateon boththe multicasttreeandon therecovery tree.
We find that the lossrateon the multicasttreereduceseli-
ability of therepairgraph,but this reductionappliesto any
generatedepairgraph. Hence,the repairgraphgenerated
with a = 1 in which bothrepairtreesareutilized in there-
pair procesgemainsthe preferredoption. We find thatloss
ontherepairgraphhasmuchlessof animpacton both cost
andreliability thanhaving this losson the original multicast



distributiontree.

We run simulationsas follows: A simulation configu-
ration consistsof a choicefor a, a fixedlossrate on links
of the multicasttree, a fixed lossrateon links of the repair
tree, a fixed number(0, 1 or 2) of nodesthat fail (areun-
ableto forwardrepairs),andaroundschedulghatindicates
per round from which tree (primary or secondaryya repair
sener selectdts parentto issueits repairrequest.For each
configuration,we perform 500 runs. Eachrun consistsof
thefollowing steps:First, we randomlygeneratea network,
andrandomlychoose21 out of the 50 nodesto be possible
repairsenersandmulticastsource.We thenchoosel 0 dif-
ferentnodesat randomto be the multicastsource.For each
choiceof multicastsourcewe generatea multicasttreeand
repairgraph(wherethe remaining20 nodeschosenarere-
pair seners). In the casewherewe have eitherone or two
nodefailures,we iterate over all possiblecombinationsof
nodesfailing, consideringeachcombinationonce. We then
transmit10 paclets, recordhow mary repair senerswere
ableto recoverthe paclketby theendof eachround,andwhat
the cumulative costof transmissionsvasat the endof each
round. We averageover all results,giving equalweight to
eachpaclet transmissiorin eachrun, to obtainthe reliabil-
ity andaveragecost.

Figure5 demonstratehow varying o impactsthe relia-
bility andcostof arepairsession.Here,thereis no loss of
transmissiondetweerrepairseners,andthereareno node
failures. Thelossrateon eachlink duringthe original mul-
ticasttransmissiorof the pacletis .03. Eachrepairsener
issuesa requestalongthe primary tree during the first four
rounds,and switchesto the secondanytree during the last
four rounds andgivesuptrying to obtaina paclketaftereight
rounds.Onthez-axisof bothFigures5(a)and5(b), we vary
the numberof rounds. The y-axis of Figure 5(a) indicates
the averagelevel of reliability, andthe y-axis of Figure5(b)
indicatesthe averagecost. Pointsplottedat z = 0 in Fig-
ure5(a)indicatelevelsof reliability of the original multicast
sessior(without ary repairs).The variouscurvesplot relia-
bility andcostasa function of roundfor differentvaluesof
Q.

We seethat by increasinga, we canincreaseherelia-
bility of therepairgraph. Thisis because high valueof «
increasesheweightof the hop-counttomponentvithin the
metric that the tree generatingalgorithmtries to minimize.
As aresult,the lengthof the pathfrom a nodein thering at
therootof the graphto therepairseneris decreasedrhisin
turn decreaseboth spatialcorrelationof lossandthe max-
imum numberof hopsthata repairneedsto travel in worst
casescenariosHowever, costincreasessincerepairseners
arelesslikely to chooseparentsthat are nearbyneighbors,
andmorelik ely to chooseparentghatarenearto the source.
A valueof a = 10 is mostoften a star with eachrepair
sener connectingdirectly to somenodein the ring at the
root. A valueof @ = 0 producesa minimum spanningree
(if we considerthe ring at the root asa single nodebefore
applyingthe MST algorithm).
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Figure5: How changinga changeseliability andcost

We seea significantincreasean reliability aswe vary o
from 0 to 1, and a significantincreaseas well whenit is
variedfrom 1 to 10. However, the increasein costaswe
vary a from 0to 1 is not nearlyassignificantasit is whenit
is variedfrom 1 to 10. We concludethatit makesthe most
senseto choosea value of a closeto 1, sincethis givesa
significantly higherlevel of reliability thanthatfor « = 0
withouta significantincreasen cost.

Figure 6 demonstratefiow utilizing a secondtree can
increasereliability in the event of nodefailures. Because
our simulationsuseidenticallossrateson all links, onedoes
not achieve ary significantgainin reliability by utilizing a
secondgraphwhenthereareno nodefailures.However, us-
ing a singlerepairtree,a nodefailure might partition a set
of repairsenersthatlost a paclet from the setof nodesthat
mightbeableto repairtheloss. Figure6(a)demonstratethe
impactthata singlenodefailure has(recallwe averageover
all possibleconfigurationsof the location of the nodefail-
ure), and Figure 6(b) demonstratethe impactof two node



2
=
8
o
4
o e R —
4X1, AX2 X |
2x(1,1,2,2) K-
4x(1,2) i
4 5 6 7 8
Rounds
(a) Onenodefailure
1
0.99
0.98
=
=
8
©
@
8X1 - 1
AX1, 4X2 - |
2x(1,1,2,2) -Heer
. . ) =
2 3 4 5 6 7 8

Rounds

(b) Two nodefailures

Figure6: Thesecondreesimpacton nodefailures

failuresatonce.Againwe vary the numberof roundson the
z-axisandthereliability on the y-axis. The differentcurves
representlifferentorderingsof repairgraphsusedperround.
For instancethe curve labeled“4x(1,2)” meanghaton odd
rounds the parentis choserfrom the primarytree,andfrom
the secondanytree on even rounds. We seethat switching
to the secondaryreeallows a higherlevel of reliability, and
this is exemplifiedin the unlikely event that thereis more
thanasinglenodefailureatary givenpointin time.
Figure7 demonstratethe effect of varyingthe lossrate
on the original multicasttree (labeledp) and on the repair
tree (labeled P). We seethat varying the loss rate on the
original multicasttreehasa largerimpacton both therelia-
bility andcostof the repairsener systemthansimilar vari-
ationsin lossrate on the repairtransmissions.This is not
surprising sinceincreasinghelossrateon the original mul-
ticasttree increaseghe expectednumberof receversthat
needadditionalrepairs.Increasinghelossrateon therepair
treeonly affectsthereliability of the subsebf receversthat
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Figure7: Theimpactof losson reliability andcost

did notrecevetheinitial transmissionandthereforethishas
asmallerimpacton overallreliability.

Last,we find thatthe conclusiongiravn by examination
of Figuresb and6 remainthesamefor thelossratesdepicted
in Figure7. In otherwords,we find thatfor reasonabldéoss
rates,avalueof ¢ = 1 andalternatingparentsetweerthe
two repair treesover the variousroundsprovides a repair
systenthatexhibitsthemostdesirableradeof betweerow
costandhigh reliability.

5 Reated Work

IP multicast[1] is designedasa best-efort service,shifting
the responsibilityof providing somesort of reliable deliv-
ery to the protocollayersthat lie above the network layer.
Several early works examinereliable multicastin networks
wherenoexplicit knowledgeof participaniocationwasnec-
essary[12, 13]. However, the currentpreferredmeansto



achieve areliablemulticastthat scaleso a large numberof
receversis to form somesortof hierarchicaktructurein the
network. The ideawas first developedinto a protocol by
Paul et al [3] by building the hierarchyfrom participating
recevers.

Providing betterthan-best-dbrt service for deadline-
driventraffic, suchasaudioandvideoapplicationswasex-
aminedndependentlypy Maxemchuketal in [8], Xu etalin
[2], andLucasetal in [5]. In theseworks, receversrequest
repairsfrom otherrecevers. The goalis to repairas mary
lost paclets beforetheir deadlinesas possible,ratherthan
providing full reliability, aswould be necessaryor a data-
transfer Xu's work wasextendedin [6] to demonstratéhe
performancéenefitsof includingwaypoints senersinside
the network dedicatedto improving protocol performance.
In the applicationpresentedn that paper waypointsactas
repairseners,andreducethe repairingload on receversin
thesession.

A variety of works [2, 6, 7, 14, 15] presentdifferent
algorithmsfor generatingthe repair hierarchythat can be
usedto provide reliable multicast. All of theseapproaches
build their repairgraphsdynamicallyusingdistributedalgo-
rithms. A dynamicalgorithmto build the repairgraphcan
customizehegraphpreciselyto thecurrentnetworking con-
ditions. Thedistributednatureallows the algorithmto scale
to alarge numberof treeparticipants.However, our results
indicatethat a simple, static, centralizedalgorithmbuilds a
repairgraphthatis sufficient for our needspothin termsof
reliability andscalability

6 Future Directions and Conclusion

We have proposedaindexamineda simple,static,centralized
algorithmto build a repairgraphto provide resilientmulti-
castsupportto real-timemulticastsessionghat cantolerate
smallplaybackdelays.Thesimplicity of thealgorithmis due
to the high level of abstractionof our underlying network
model,andbecauselecisionghataremadeinfrequentlyare
centralized. We startby limiting the setof featuresin the
network thatwe modelto only thosethatwe believe areim-
portant,and designan algorithmthat providesa high level
of reliability while maintainingalow link utilization costfor
this simple model. The simplicity of the algorithm makes
the systemeasyto deplgy, andits static, centralizednature
facilitatesunderstandingnd/ordetuggingof theprotocolin
areallnternetervironment.

We arecurrentlyincorporatingouralgorithminto our ex-
isting repairservicesystemandwill next examineits effec-
tivenessat providing repairswithin the actualinternet. It
would alsobe of interestto comparethe level of reliability
andlink utilization costof our approachwith the protocols
thatbuild their repairgraphsin a distributed,dynamicfash-
ion to seewhetherthe performancegainsdue to dynamic
adaptatiorwarrantthe resultingadditionalcomplicationsn
deployment.
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